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Introduction

TR 23.922 (v3.0.0) proposed two Reference Architecture options for 3G Release 2000 All-IP network. Option 1 is more revolutionary, in a sense that all CS domain services are provisioned through a single interface between the RAN and CN, while option 2 is more evolutionary by maintaining a similar R’99 CS domain architecture.

TR 23.923 (v3.0.0) [Combined GSM and MIP Mobility Handling in UMTS IP CN] proposed a 3-step approach towards deploying MIP in All-IP based Core Network. It is recognised (TS23.xxx) that MIP is the only alternative for global (macro) mobility management which is Access Independent. TR 23.920 (v3.1.0) proposed an idea of separating the switching and control by introducing a standalone SCC (Separated Call Control) server that directly interfaces with access network for signaling. Although the TR itself has been withdrawn because of the finalization of R’99, we feel that this switching/control separation is a very good idea that deserve further study, as it will make the Core Network really be “Access Independent”. By consolidating all intra/inter network signaling and control and separate from switching, the Core Network architecture design will be simplified. The network scalability and availability will be much easier to manage. For example, switching node can be added when the demand on capacity increases, calls carried by failed switching node can be easily re-routed to other available switching node, and the traffic load can be distributed by the control node among the switching nodes.
This contribution explores another alternative Reference Architecture that sits in between the two options proposed in TR 23.922, and provides a feasible migration path towards option 1 so that the value of customer’s investment is kept. The proposed architecture will address both the provision of R’99 CS domain services and the smooth migration towards a pure All-IP architecture. 

R’99 architecture principles:

· Separation of RAN and CN – Common CN independent of access technology

· Separation of Control and User plane – Different control and user data path

· Separation of CS and PS domain – PS domain supporting CS domain services

The proposed architecture will be leveraging on the above R’99 architecture principles and the existing works on MIP, VoIP, IP access technologies (RADIUS, …), etc. …

Requirements

In section 4.1.1, TR 23.922 has identified the following requirements for packet switched networks supporting voice services.

1. The overall aim of the all IP network is to support similar services to GSM release ’99 and new innovative services.  Where appropriate these services should inter-work with existing GSM services. 

2. In addition it should also be possible to support existing (R99 and before) services/capabilities (speech, data, multimedia, SMS, supplementary services, VHE, etc. ...) in a manner that is transparent to the users of these services [1].  That is, the network needs to provide the service capabilities required in such a way as to support interworking of these services between the R00 all IP network option and the other family networks two domain architecture options (GSM pre Release 99, UMTS release 99). 

3. The standard shall enable the all IP core network to support release 99 CS terminals. This shall be standardised in such a way as to allow operators to decide whether or not they wish to support Release 99 CS only terminals.

4. The support of existing services shall not preclude the extension of service capabilities possible through the use of an all IP architecture.

5. When the all IP networks are deployed, there will be services and databases provided for existing networks which are non-IP based (e.g., local number portability, free phone numbers, specialised corporate services).  The all IP architecture will need to be able to access these services.


6. R’00 all IP core network shall allow implementations having a CS and a PS domain, that are separated like both these domains in the R’99 architecture. This implementation allows the two domains to evolve independently, e.g. to combine an all IP R’00 PS domain with a STM based R’99 CS domain.  Furthermore it shall be possible to implement a CS domain that uses all IP based architecture and in distinct service areas of the same network a CS domain based on ATM/STM.  This allows a smooth migration to an all IP based core network.

The key point about these requirements is a smooth and seamless migration from the existing network (R’99 and before) to an All-IP based network.

We will demonstrate that the proposed architecture can meet all these requirements.

Proposed Architecture

Key points of the architecture:

1. Central SCN (Service Control Node)

· Inter-network signalling inter-working (Signalling Gateway functions, SS7)

· Media Control (Media Gateway Control functions)

· Mobility Management (UMM/MM, MIP MM)

· Policy based resource management (QoS)

· Load-balancing (IGSN Selection)

· Crash recovery, service continuity, call re-routing, 

2. IGSN that combines SGSN/GGSN, with MIP FA function

3. IP backbone between RAN and CN - pushing IP boundary to RNS: breaking the fixed relationship between RNS and IGSN.

4. Mobile IP for macro mobility (network to network, IGSN to IGSN).

Supporting Arguments:

· Heterogeneous access networks (UTRAN, CDMA, Wireless LAN, wireline, etc.) require a single control node in the CN and at the edge of the CN – for better resource management, etc., hiding access network specific signalling handling (control plane) from the common CN transport (user plane). We recommend introducing a Signalling Control Node (SCN) to handle all control plane signalling, including the necessary signalling protocol conversions.

· Heterogeneous networking protocols (GSM MAP, IS-41, etc.) require common inter-network mobility management protocol. We consider that at the moment only the Mobile IP can fill this role.

· With the consensus within 3GPP that CS domain development efforts should be minimised, an alternative arrangement is required for new UMTS operators that they don’t have to invest in CS domain for providing traditional CS services (like voice), and for existing operators that they can focus their investment on future-proof technologies (be ready for providing multimedia services which R’99 does not yet support). 

Inter-Network Signalling Network

One of the major goals for R’00 Core Network architecture is the Access Independency, but it is unlikely, especially in the near future, that the interface between the CN and different access networks will be unified. For the seamless global roaming among different types of the networks, the interworking of different signalling paradigms (GSM MAP, IS-41, etc.) need to be addressed. Rather than equipping each and every switching node with the capability of handling different signalling mechanisms/interfaces, the deployment of a central control node to handle all the inter-network signalling will not only simplify the network architecture and the switching node design, but also make the network design and migration much easier.

From the inter-network signalling point of view, SCN contains functions such as SGW (signalling gateway), VLR (visiting location register), and IN (SS7). 

The SCN can either have peer-to-peer communication with the SCN in the same network, or SCN in another similar network (like UMTS to UMTS). It can also act as a gateway to translate signalling messages between two different networks.
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Figure 1: Inter-network signalling through SCN

Similar to IN, the SCNs at the border of the connected networks can form an “independent” signalling network, which can be used to resolve issues related with inter-network handoff, etc., so that the switching node can focus on switching rather than worrying about the signalling interface with other networks. It would be highly desirable that the Standard bodies behind these networks (3GPP for UMTS, 3GPP2 for CDMA2000, etc.) can reach an agreement on this inter-network signalling interface, and better, standardise it (SIGTRAN, for example).

Intra-Network Control

In R’99, the Iu interface requires a fixed RNS/SGSN relationship because of the point-to-point link employed at L2/L1. This has caused QoS issues related to RNS relocation and inter-SGSN handover (QoS renegotiation at the new RNS or SGSN). An anchoring/drifting RNS concept, similar to that of the MSC in CS domain, has been employed in the RAN that forces the RNSs to forward user traffic over the Iur interface. 

A similar concept is also proposed on SGSN, that is, when the ME that roams across a SGSN’s boundary has active sessions, it will not be handed over from the old SGSN to the new SGSN. All the traffic will be forwarded through the “anchoring” SGSN and the “drifting” SGSN. 

Currently in R’99, GGSN is the anchor point for all active sessions. If the anchoring point is to be moved to the SGSN, there will be no reasons to keep SGSN and GGSN apart. That is, it would make more sense to combine these two nodes to form a single node IGSN. If we go one more step further to break the fixed relationship between RNS and IGSN by introducing an IP backbone between RAN and CN, the traffic forwarding between the anchoring and drifting IGSN is no longer necessary, as the new RNS can communicate directly with any IGSN. Furthermore, the IP backbone at the Access Network side would make it possible for CN to be shared among multiple access technologies (for example, wireline VoIP and wireless VoIP).

Again, the separation of control and switching makes more senses in this case

1. Through a process called “IGSN selection” performed by the SCN whenever a new session is to be established, as a centralised SCN knows the resource utilisation at the network level (or site level), it has enough information to select a best IGSN to serve the new session

2. Without carrying the burden for handling all the signalling and control tasks nor inter-IGSN traffic forwarding, the IGSN can concentrate on traffic switching

3. Switching capability can be easily scaled, as IGSNs can be added when the capacity demand increases. 

4. Availability is improved. Should one IGSN fail, the SCN can re-route the calls to other IGSNs, and as the SCN keeps most or all of the control information, the calls can be re-established much faster.

5. Existing GPRS/UMTS signalling message structure already have provision for separating signalling and switching which can be wholly reused
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Figure 2: Intra-Network Control

Note: For simplicity reasons, other media control nodes mentioned in proposed R’00 architecture are not shown.

Early Deployment of Wireless VoIP

TSG SA has done a great amount of works on All-IP architecture and new innovative R’00 services, and equally on how to continuously support the existing services and terminals. Not to repeat those works here, what we are going to present in this document is a simple illustration on how to bring the voice service in to the proposed architecture which we believe can be realised in a very short time frame. We believe that VoIP is a fit alternative for early introduction in the R’00 time frame to provide voice services, especially with the fact that VoIP has already been deployed in wireline networks. It should be introduced in wireless networks with NO changes from the way it is used in wireline networks – for technology reuse and for seamless integration of wireless and wireline networks.

Because of the fact that CS domain will eventually be replaced by PS domain, R’00 architecture should help the operator to minimise the investment in deploying UMTS network for providing CS domain services, for both existing (with CS domain equipment, like MSC) and new (starting from scratch) operators.

The major CS feature of R’99 and prior releases that needs to be supported in R’00 and beyond is, certainly, Voice service (requirement 2 and 3). We propose to leverage on existing wireline VoIP product and adapt it to the wireless environment like UMTS. In the diagram below, a VoIP node is shown side-by-side with IGSN within Core Network. It will be used to carry all User Traffic for VoIP, while the signalling and control for VoIP is handle by SCN, including Call Control for basic teleservices and a subset of supplementary services that UMTS standard mandates to be supported.

The co-existence of VoIP node and IGSN is only temporary. Depending on the result of the standardisation process on where the voice packetisation should be done (in RAN or CN), different levels of VoIP support will be incorporated into IGSN. Again, since all signalling and control (SIP and/or H.323) are handled by SCN, the change in IGSN will be minimal.
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Figure 3: VoIP deployment

Phased Migration towards All-IP Network

Honouring the requirements set forth in TR23.923 and considering the needs of both new and existing operators, 3Com’s proposed architecture supports a smooth migration from R’99 network to a true All-IP network.

1. R’99 + VoIP
Existing MSC setup trunks via SCN over VoIP (C4 level) – for the proof of concept, to gain experiences, etc.

While MSC is handling Class 5 switch features, SCN will take over most of the signalling tasks – inter-network signalling, VoIP control (SIP or H.323), and packet data control.
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Figure 4: VoIP – Phase I
2. R’99 + VoIP + MSC emulation
For new operators, voice services can be provided via VoIP through the MSC emulation within SCN (C5 services). The SCN will be acting as MSC to handle all R’99 call control and signalling, while the VoIP node handles the voice trunking directly from RNS (the same way as in wireline VoIP). 

For existing operators, they can elect to use VoIP for providing voice services, to limit the investment on a MSC (CS domain), or continue using existing CS domain services as in Phase 1.
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Figure 5: VoIP – Phase II

3. All IP

Pushing IP towards the network edge – RNS packetised voice traffic, IP backbone between RAN and CN, also supporting IP client (SIP signalling between client and SCN). VoIP switching function is integrated with IGSN.
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Figure 6: All IP (VoIP – Phase III&IV)

Conclusion

Let’s look at the requirement again and see how they are addressed with the proposed architecture.

Requirement 1: applicable R’99 CS domain services will be supported through PS domain transport and/or services.

Requirement 2: inter-working between different networks involves issues mainly at signalling and control level. By separating the signalling /control from switching, the switching nodes can be hidden from the troubles of inter-working with different types of nodes in different types of networks. The R’00 architecture can be simplified.

Requirement 3: R’99 CS terminal support will be an issue to RAN, other than CN.

Requirement 4: the proposed architecture is closer to pure all-IP architecture which is geared for supporting new services.

Requirement 5: the access to existing databases can be easily support through extension to SCN.

Requirement 6: in R’99, CS and PS domains are independent of each other, the two domains interface only at signalling level. The proposed architecture does not prevent the operator from deploying CS domain in the network. As control plane is virtually separated from user plane already in R’99, it is not an issue for the MSC to communicate with the SCN for all signalling and control interactions.
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