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6.1.5.1
Solution 1.5.1: RAN User Plane congestion reporting by GTP-U extension

6.1.5.1.1
General description, assumptions, and principles

The RAN nodes include the RAN Congestion Information (RCI) in a GTP-U header extension of the uplink packet to convey the RAN user plane congestion information to the CN GWs such as GGSN/PGW.


·  
Additionally, the location of the congested RAN, such as the CELL ID, may also be included in the extension.
Editor’s Note: Whether the Cell ID and what additional information is required to be provided along with RCI is FFS.
The user plane core network nodes such as the GGSN/PGW will inspect the GTP-U header and obtain the congestion information.  Therefore, the GGSN/PGW node will know which of the served users/bearers are affected by the congestion.
Editor’s Note: How to deliver the RCI within the CN with PMIP-based S5/S8 is FFS.

The congestion is detected based on the monitoring of the RAN network elements. Once the congestion is detected, the RCI is included in all the uplink GTP-U packets.
NOTE:  In case where there is no uplink traffic, then the current RCI is indicated to the CN once the next uplink packet is sent.
For the home routed roaming case, it should be possible to configure the VPLMN so that the RCI is not reported from VPLMN to HPLMN.
Editor’s Note: Whether in case of home routed roaming it is sufficient to disable reporting of RCI for all HPLMNs or whether it is required to enable/disable RCI reporting for specific HPLMNs and how to achieve this is FFS.

In RAN sharing scenario, the RAN nodes decide whether CN entities require RCI in GTP-U header or not based on per PLMN configuration. Moreover, the RAN nodes need to generate the congestion information in consideration of RAN sharing configuration.
The CN performs congestion mitigation measures based on received RCI.

6.1.5.1.2
High-level operation and procedures

The solution procedures are the following (see Figure 6.1. 5.1.2-1):
1) The congestion indicator is reflected in the uplink data traffic packet. The packet header is included with the RCI (RAN Congestion Information) which includes the level of congestion and potentially also the location information (e.g. Cell ID) 

2) The GGSN/PGW investigates the GTP-U header and obtains the congestion information.

3) The GGSN/PGW may report the congestion information to other network nodes:

3a) Event reporting over Gx in order to inform the PCRF shall be implemented as defined in the sub-clause 6.1.5.1.3.1;

3b) RCI transfer to the TDF shall be implemented as defined in the sub-clause 6.1.5.1.3.3.
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Figure 6.1.5.1.2-1: User-plane Congestion Management – High-level View
6.1.5.1.3 
Congestion information transfer from the GGSN/PGW to other core network entities

6.1.5.1.3.1
Event reporting over Gx

In order to enable dynamic policy control for user plane congestion management as described in the sub-clause 6.1.5.1.4, the reporting step 3a is assumed to be done by an extension of the PCC event trigger reporting mechanism over Gx. The following definition is used:

User Plane congestion event report: A notification provided by the PCEF to the PCRF indicating the occurrence/change of user plane congestion status in case the PCRF has subscribed for the corresponding User plane congestion event trigger; it contains at minimum the RCI and may contain information about the scope. 

The following assumption is taken:

· The PCRF shall be able to subscribe to User Plane congestion event triggers based on severity levels. 

Editor’s note: equivalent functionality for PMIP is FFS.
6.1.5.1.3.2
Event reporting over Rx
The PCRF may also provide – subject to agreement with the AF provider – an indication related to the RAN congestion status to the AF.

Editor’s Note: It is FFS whether the indication to the AF consists of a maximum bitrate and/or the RCI and/or other information.

In order to enable an Application Function (AF) to receive such indication, an AF shall be able to subscribe to notifications from the PCRF. If an AF subscribes to receiving notifications, then the PCRF shall subscribe to receiving RAN congestion information over Gx for the same IP-CAN session as specified in the previous section.
6.1.5.1.3.3
RCI transfer to the TDF
If usage of congestion mitigation measures per congestion level may be required without PCRF involvement, the RCI transfer from the GGSN/PGW to the TDF may be implemented by using one of the methods illustrated in the following sections.
Editor’s Note: The applicability of congestion mitigation measures per congestion level without PCRF involvement need to be evaluated. 
In case of RCI transfer to the TDF without PCRF, the granularity of applying the RCI value is per application. In contrast, if RCI is transferred to the PCRF, or if enforcement is performed by the PCEF, the granularity of applying the RCI may be also per bearer. 
Editor’s Note: It is FFS how the PGW determines whether or not TDF is applied for a given traffic flow. 
6.1.5.1.3.3.1

Reporting RCI in DSCP / tunnelled DSCP
The PGW/GGSN reports the RCI as a marking in the DSCP IP header towards the TDF. 
NOTE 1: 
Marking of DSCP bits for this purpose can interfere with appropriate traffic handling in some operator transport networks. The DSCP marking may also get remarked by routing entities within the operator networks.
Editor’s Note: It is FFS whether usage of DSCP marking is appropriate in case of providing RCI.
To avoid interference with DSCP markings used in operator’s transport networks, alternatively the PGW/GGSN may tunnel packets to the TDF and report the RCI within the DSCP of the inner IP packet. This ensures that DSCP markings used in the operator’s network can still be applied to the outer DSCP field of the tunnel in order to keep the transport network unaffected. Examples of tunnels which may be used are: GRE, IP-in-IP tunnel, depending on implementation. The TDF is required to replace the DSCP marking with operator defined values based on configuration. 
NOTE 2: 
Since in this solution, once the congestion is detected, the RCI is included in all uplink GTP-U packets, the transfer of RCI from the GGSN/PGW to the TDF shall be supported for all uplink IP packets.
NOTE 2:
Usage of DSCP / tunnelled DSCP can be done in case only the RCI needs to be reported to the TDF. 

6.1.5.1.3.3.2

Reporting RCI as a Network Service Header
The PGW/GGSN reports the RCI and may report other information, e.g. cell ID or RAT type to the TDF as context data using a Network Service Header (NSH) [12]. The NSH must be removed by the TDF. 
NOTE: 
A Network Service Header (NSH) supports adding metadata to a packet.  The packets and the NSH are then encapsulated in an outer header for transport. One example for NSH encapsulation is GRE as illustrated in section 5 of [12]. The details of how to encode RCI and optionally cell ID and RAT type as NSH context data is up to Stage 3.
6.1.5.1.4 
Policy control of congestion mitigation
The following behaviour is foreseen:

- 
As long as PCEF/TDF has activated congestion mitigation policy available, it should apply a mitigation measure with matching congestion level on affected traffic;
- 
The enhancement of congestion mitigation handling with congestion mitigation policies in the PCEF can be done as exemplarily shown in Figure 6.1.5.1.4-1. Similar principle is applicable for the TDF in case TDF receives RCI as defined by the sub-clause 6.1.5.1.3.2.
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Figure 6.1.5.1.4-1: possible behaviour of congestion mitigation policies in PCEF (in combination with dynamic policy handling)


The PCRF is always able to request and receive all congestion reports of interest for its policy decisions. In case, the PCRF chooses not to subscribe to all congestion reports (for optimisation reasons), it may not be aware of the currently enforced congestion mitigation policy.

6.1.5.1.4.1
Assumptions for extensions of policies for congestion mitigation

There may be a PCC/ADC rules that are provided by the PCRF in advance and activated by the PCEF/TDF in case of receiving appropriate RCI. 
Editor’s Note: The applicability of congestion mitigation measures per congestion level without PCRF involvement need to be evaluated.
With this solution, the following definition is used for extension of the policy framework:

User plane congestion mitigation policy: A set of information describing actions in the user plane (in the PCEF/TDF) with the target to reduce the (overall or specific) amount of RAN user plane congestion or to minimize service disruption/service degradation experienced by the user, and, optionally, the corresponding conditions under which they shall be performed. Such a policy may be provisioned statically in the PCEF, predefined in the PCEF/TDF and de/activated dynamically by the PCRF or provisioned dynamically by the PCRF to the PCEF/TDF. A user plane congestion mitigation policy may refer to a level of congestion. It may also contain an event trigger for a subsequent user plane congestion report. 

NOTE: Static user plane congestion mitigation policies apply in case of no PCC deployment. For static user plane congestion mitigation policies the same restrictions apply as for current static PCC (defined in TS 23.401 sub-clause 4.7.5 and TS 23.402 sub-clause 4.10.4). 
With this solution, the following assumptions for extension of policies are used:

- 
Support of User Plane congestion event report;

- 
For user plane congestion mitigation, an enhancement of existing PCC/ADC rules structure/or structure of those rules applicability should be defined. They should contain congestion mitigation measures/or corresponding PCC/ADC Rule that can be enforced depending on the different RAN user plane congestion situation (e.g., different PCC/ADC rule per each congestion level). 
Editor’s Note: It is FFS whether the above mentioned enhancement will be implemented by extending the existing PCC/ADC Rules structure (e.g. a different enforcement actions per each congestion level within the single rule or a different PCC/ADC Rules applicable per each one of the congestion levels). 
6.1.5.1.5
Impact on existing entities and interfaces

The RAN nodes (BSC/RNC/eNodeB):
· Include RCI defined in this solution in the uplink packet.

The GGSN/PGW:
· Recognize the congestion indicator;
· Support congestion event trigger subscription and event report to the PCRF;
· Support of enhancements for PCC Rules as defined in section 6.1.5.1.4.1;
· In case of TDF deployment, support the transfer of RCI to the TDF;
The PCRF:
· Support congestion event trigger subscription and receiving of event report;
· Support congestion traffic plane event trigger and reporting to AF
The AF:

· Support subscription to and receiving of congestion traffic plane events;
· Supports the congestion mitigation directly or indirectly
The TDF:
· Recognize the congestion indicator;
· Support of enhancements for ADC Rules as defined in section 6.1.5.1.4.1.
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6.1.6
RAN Congestion Mitigation Solutions

6.1.6.1
Solution 1.6.1: Policy-based Congestion Mitigation 

6.1.6.1.1
General description, assumptions, and principles

This solution addresses key issues #1 (“RAN User Plane congestion mitigation”) and #4 (“Video delivery control for congestion mitigation”). It describes a general scheme how PCRF can be involved for congestion mitigation based on policy decisions, with the PCRF providing policies to different network entities performing congestion mitigation, based on congestion awareness. 

This solution focuses only on policy-based congestion mitigation, and does thus not depend on how congestion awareness is achieved in the PCRF (e.g. if the congestion information is signalled off-path or if they are indicated on-path via the P-GW). 

NOTE: 
The term “congestion information” is used here as a generic term and the detailed information elements are left to the congestion awareness solution. 

6.1.6.1.2
High-level operation and procedures
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Figure 6.1.6.1.2-1: Overview of congestion mitigation based on policy decisions.

NOTE 1: 
The numbers do not necessarily imply a temporal order.

NOTE 2: 
If TDF is deployed, congestion mitigation policies may be provisioned to both PCEF and/or TDF. 
The procedural steps are:

1. The PCRF provides policies for congestion mitigation to one or more of the following network entities:

a) to the PCEF (over the Gx interface);
b) to the TDF (over the Sd interface) ;
c) to the AF (over the Rx interface);
Note: In this Release, only scenario when PCRF and AF are in the same operator’s network is considered.
The policies can be provisioned before RAN user plane congestion occurs or after the PCRF becomes aware of the congestion status (e.g. onset, abatement, level of RAN user plane congestion).  All the existing variants of policy provisioning (predefined and activated/de-activated dynamically and provided dynamically) may be used for congestion mitigation;

NOTE 3:  In case of network configuration without PCRF involvement, the PCEF and/or TDF can enforce static congestion mitigation policies upon receipt of a congestion notification from the RAN. Different policies may be configured for different congestion levels. Static policies usage by the PCEF is defined by the TS 23.401 [8] sub-clause 4.7.5 and by the TS 23.402 [10] sub-clause 4.10.4. 

Editor’s Note: The applicability of static congestion mitigation policies without PCRF involvement need to be evaluated.
2. The PCRF may also provide – subject to agreement with the AF provider – an indication related to the RAN congestion status to the AF.

Editor’s Note: It is FFS whether the indication to the AF consists of a maximum bitrate and/or the RCI and/or other information.

3. Congestion mitigation is performed in different network entities according to the policy decision by the PCRF:

a/b) The PCEF/TDF can perform bandwidth limitation, prioritization and traffic gating according to the provided policies.
c)
The AF (e.g. an application server or proxy) can directly or indirectly support the congestion mitigation, e.g. by adapting the sending rate, through media transcoding or compression, or by delaying push services. 
d)
Based on policies provided by the PCRF, the PCEF/TDF may also perform actions to support congestion mitigation measures in the RAN, e.g. the policy can control when packet marking (such as e.g. proposed by RAN-based Solutions for RAN user plane congestion management solutions) should be performed.
e) 
The PCRF may limit/reject the authorization of new requests for application flows, based on current procedures. 










6.1.6.1.4
Impact on existing entities and interfaces
PCEF/TDF:
· Support of PCC/ADC Rules extensions, if required, in case of GTP-U based solutions has already been defined in the sub-clause 6.1.5.1.5.
AF:
· Support subscription to and receiving of congestion traffic plane events; and
· Supports the congestion mitigation directly or indirectly;

6.1.6.1.5
Solution evaluation
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6.1.5.2
Solution 1.5.2: C-plane Signalling for RAN user plane congestion reporting

6.1.5.2.1
Clarification of terminologies

RAN user plane Congestion Information (RCI): This is the information about RAN user plane congestion, e.g., RAN user plane congestion level, RAN user plane congested direction (radio uplink/downlink). 
RCI signalling: The signalling is used as the means for conveying RCI from RAN to CN. The signalling can be done on a per EPS bearer basis or in an aggregate way as described below. 

· EPS bearer level RCI signalling: RCI will be conveyed from the RAN to the CN for each EPS bearer. For instance, if RCI is specified on a cell level basis, a signalling message will be sent per EPS bearer even if all messages include the same RCI. The number of signalling messages is equal to the number of EPS bearers that are being served by the same cell.

· Aggregating RCI signalling: A single signalling message contains the RCI for multiple EPS bearers belonging to the same UE or even the RCI for EPS bearers of multiple UEs that are served by the same cell.

NOTE 1: 
The details of “aggregating RCI signalling” are described in clause 6.1.5.2.3.2.
6.1.5.2.2
General description, assumptions, and principles

This solution addresses the key issue on “RAN User Plane congestion awareness”.

This solution provides an aggregating RCI signaling mechanism for the RAN to report the RAN user plane congestion information to the CN by using:

· Existing C-plane signalling interfaces: S1-MME, S11, S5/S8, Gx, Rx, and Sd; and
· Existing C-plane signalling protocols: S1-AP, GTP-C and DIAMETER.
When the eNodeB is congested, the eNodeB sends the RAN user plane congestion information to the PCRF via the MME, the SGW and the PGW. The PCRF then decides whether to initiate the IP-CAN Session Modification procedure in order to assist the RAN to mitigate the RAN user plane congestion situation. In addition the PCRF decides whether to forward congestion information to the AF and TDF.

Depending on the operator’s congestion mitigation policy, it may not be necessary to have “RCI signalling” for all EPS bearers. An operator shall be able to specify policy for RCI signalling for individual EPS bearers, e.g., activating or deactivating the RCI signalling for the EPS bearer. According to the policy for RCI signalling, the eNodeB sends the RCI to the PCRF only for those EPS bearers that have “RCI signalling” activated.

NOTE 1:
Policy for RCI signalling is not used to configure eNodeB to send either an EPS bearer level RCI signalling or an aggregating RCI signalling. Policy for RCI is used to activate or deactivate the RCI signalling for the EPS bearer. Choosing which EPS bearer to be activated for RCI signalling is out of scope of solution, since it is operator and vendor specific.

Policy for “RCI signalling” can be configured either statically or dynamically. 

- 
Static configuration: The policy for “RCI signalling” is pre-defined and stored in advance at the eNodeB and the MME, for example, via the OAM plane or manually configured when deploying the eNodeB and the MME.

- 
Dynamic configuration: The policy for “RCI signalling” is decided by the PCRF and can be updated dynamically. The policy for “RCI signalling” shall be included in the EPS bearer context information. 

In this solution, only the dynamic configuration for EPS bearer level RCI signalling is discussed, since static configuration for EPS bearer level RCI signalling is not necessarily to be standardized. 

The signalling for the RAN user plane congestion information from the eNodeB towards the PCRF shall be done on a per EPS bearer basis. For congestion event reporting on Gx and policy control of congestion mitigation considerations in subclauses 6.1.5.1.3 and 6.1.5.1.4 apply except for RCI transfer to the TDF by using on-path P-GW-TDF communication.

The policy for “RCI signalling” shall include “Reporting action for RCI signalling (e.g., start, stop)”. To further reduce RCI signalling messages and to avoid unnecessary RCI signalling messages that may not lead to any decision at the PCEF/PCRF, the policy for “RCI signalling” may include conditions that trigger the eNodeB to send a RCI signalling message:

-
Minimal bit rate of incoming traffic carried over the EPS bearer: Operator may decide not to apply a congestion mitigation measure for the EPS bearer that carries little amount of traffic (e.g., chatting), and thus no RCI signalling for such EPS bearer.

-
Minimal congestion level that an operator is interested in for the given EPS bearer.
NOTE 2: 
In case, there is no policy for RCI signalling available at the eNodeB, it behaves according to operator’s configuration.
The RCI should include:
· Congestion level;
· User identity (e.g., eNB UE S1AP ID and MME UE S1AP ID on S1-MME interface, IMSI on S11, S5/S8 and Gx interfaces );
· EPS bearer ID;
· Direction of user plane congested direction (e.g., radio uplink, radio downlink);
· Optionally user location information (e.g., Cell ID); 
NOTE 3: 
How the congestion level is specified is out of scope of the solution description. 
********************** END OF CHANGES *****************************
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