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Abstract of the contribution: Clarify the CELL ID, bearer level granularity, roaming aspects. The solution dependency on RAN is analyzed.Some clarification is proposed to update TR 23.705. 

Introduction

1. Whether the CELL ID and bearer level granularity is used for congestion feedback?

Location information is useful for in collection and analysis of congestion data and can benefit the mitigation policy. For example, with location information, the operators can identify cells that are congested and how severely/often they get congested. This helps improve network planning/deployment. The information makes it possible to set location based congestion mitigate policies. Location information also helps in pulling network congestion data from O&M systems to further analyse congestion in neighboring cells and perhaps to improve congestion mitigation policies. The mitigation approach may be different for macro cells, small cells and indoor cell, or between the cells in a shopping mall and residential area.

Bearer level granularity is used so that the network can know what type of bearers lead to the congestion, e.g., whether the congestion is caused by GBR or Non-GBR. The mitigation solution may be different accordingly. It should be pointed out that, for solutions such as the GTP-U based solution, the bearer level granularity information is a by-product since the solution itself can reflect the bearer level information.
2. Disable the RCI in Home Routed Roaming
There are alternative ways to disable RCI in home routed roaming scenario:

1) The SGW on the boarder of different PLMNs can be configured to drop the RCI in the GTP-U packet for some PLMNs. 

2) The MME can send indication to RAN so that the RAN does not include RCI in the uplink packets of certain users. 

The solution 1) is implemented by the border SGW and does not have other impacts to the network. The 2) has both impacts to the MME and RAN. Therefore, 1) is recommended.
3. Impact Analysis on the RAN
The impact on the RAN is the following:

1) The RAN needs to identify its congestion status.

2) RAN has to incorporates RCI in the uplink GTP-U data traffic. Additional bytes are needed for carrying location (28 bits for the Cell ID). This additional overhead on the user plane does not cause any negative impact as the information does not get transferred over the air link. It may require some RAN processing capabilities but such capability will not consume too much computational processing capabilities.
3) No new interface is needed.
4) No new signalling is needed beyond existing signalling.
==================START FIRST CHANGE=======================

6
Solutions
Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.1
CN-based Solutions for RAN user plane congestion management
6.1.1
General architectural requirements 
The following is the list of architectural requirements to address RAN user plane congestion by CN-based solutions:

1. 
The network shall support RAN user plane congestion information transfer from the RAN to the Core Network. 

2. 
The solutions shall specify the RAN user plane congestion information sent to the Core Network.

3. 
The Core Network shall be able to use the RAN user plane congestion information in order to select and apply congestion mitigation measures for addressing the RAN user plane congestion. 

NOTE: 
Usage of RAN user plane congestion information will be described as part of the CN-based solution’s description, e.g., optimization over all flows/users in a cell.
4. 
The solutions shall address UE mobility aspects. 

5. 
The solutions shall address roaming UEs. 
6. 
The solutions should avoid additional overload in the network (e.g. signalling overload).

7. 
The solutions should document interaction aspects between RAN, CN and transport layer/application layer congestion mitigation measures, if applicable. Performance aspects (e.g., measurement averaging time) may be provided.

8. 
The solutions should document whether the mitigation measures are applicable for uplink and/or downlink traffic.
6.1.2
General description, assumptions and principles

This solution addresses key issues #1 and #2 on congestion mitigation and congestion awareness. If not indicated otherwise, the term “congestion” refers to “RAN user plane congestion”. The solution is based on the following principles:

Congestion Detection:

P1) The RAN informs relevant CN function(s) about the RAN user plane congestion. The RAN shall be able to provide feedback of congestion with per cell, per user and per bearer granularity level.
NOTE:
The RAN implementation for predicting or detecting RAN user plane congestion is outside the scope of 3GPP.
Editor’s Note: The semantics of the congestion notification of RAN user plane congestion is FFS.
Editor’s Note: It is FFS how different levels of congestion can be derived.


P2) Congestion is indicated to the CN in order to enable CN function(s) to mitigate congestion (e.g. by enforcing mitigation measures that reduce/limit/block some traffic transmit to/from impacted users).
P3) The CN is made aware of which users are contributing to or are affected by the RAN user plane congestion.

P4) Congestion (abatement) should be indicated in a lightweight but timely way. 

Congestion Mitigation:

P5) The user plane congestion management solution supports one or more of the required congestion mitigation schemes (i.e. traffic prioritization, limiting, gating and reduction on application and service-level) to allow flexible operator deployment based on their operational requirements. 
P6) Decisions to apply congestion mitigation measures on user traffic may take into account operator policies and subscriber information. 

P7) Congestion mitigation measures based on traffic prioritization, limiting and reduction are enforced in the CN. They may also be applied at the service level, based on operator policies. Congestion mitigation based on traffic prioritization may also be applied in the RAN in order to take into account real-time radio channel information. Congestion mitigation should not negatively impact the service experience of users who are not in a congested RAN area.
=================START SECOND CHANGE=======================

6.1.5
RAN Congestion Reporting Solutions

6.1.5.1
Solution 1.5.1: RAN User Plane congestion reporting by GTP-U extension

6.1.5.1.1
General description, assumptions, and principles

The RAN nodes include the RAN Congestion Information (RCI) in a GTP-U header extension of the uplink packet to convey the RAN user plane congestion information to the CN GWs such as GGSN/PGW.

At minimum, the RCI comprises of:

· The RAN user plane congestion notification. 

· The CELL ID is included in the extension.

The user plane core network nodes such as the GGSN/PGW will inspect the GTP-U header and obtain the congestion information.  Therefore, the GGSN/PGW node will know which of the served users/bearers are affected by the congestion.
Editor’s Note: How to deliver the RCI within the CN with PMIP-based S5/S8 is FFS.

The congestion is detected based on the monitoring of the RAN network elements. Once the congestion is detected, the RCI is included in all the uplink GTP-U packets.
NOTE:  In case where there is no uplink traffic, then the current RCI is indicated to the CN once the next uplink packet is sent.
For the home routed roaming case, it should be possible to configure the VPLMN so that the RCI is not reported from VPLMN to HPLMN. The SGW or the SGSN at the border of different PLMNs can be configured to remove the RCI in the GTP-U packet for some/all of the roaming partner PLMNs based on the agreement among PLMNs.

Editor’s Note: Whether and how the CN passes RCI to other network elements (e.g. PCRF, OCS, TDF, AF) is FFS. 
In RAN sharing scenario, the RAN nodes decide whether CN entities require RCI in GTP-U header or not based on per PLMN configuration. Moreover, the RAN nodes need to generate the congestion information in consideration of RAN sharing configuration.
The CN performs congestion mitigation measures based on received RCI.
Editor’s Note: Depending on which other network elements receive RCI (or a subset of RCI), those nodes may perform additional mitigation actions, which are FFS.
6.1.5.1.2
High-level operation and procedures

The solution procedures are the following (see Figure 6.1.1.5.1.2-1):
1) The congestion indicator is reflected in the uplink data traffic packet. The packet header is included with the RCI (RAN Congestion Information) which includes the level of congestion and potentially also the location information (e.g. Cell ID) 

2) The GGSN/PGW investigates the GTP-U header and obtains the congestion information.

3) GGSN/PGW may report the congestion to other network nodes.
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Figure 6.1.5.1.2-1: User-plane Congestion Management – High-level View
6.1.5.1.3 
Event reporting on Gx

In order to enable dynamic policy control for user plane congestion management as described in next subclause, the reporting step 3 is assumed to be done by an extension of the PCC event reporting mechanism on Gx. The following definition is used:

User plane congestion event report: A notification provided by PCEF to PCRF indicating the occurrence/change of user plane congestion; it contains at minimum the level of congestion and may contain information about the scope. 

The following assumption is taken:

· The PCRF shall be able to subscribe to congestion event reports based on severity levels. 

Editor’s note: equivalent functionality for PMIP is FFS.
6.1.5.1.4 
Policy control of congestion mitigation
The following behaviour is foreseen:

- 
As long as PCEF has an activated congestion mitigation policy available, it should apply a mitigation measure with matching congestion level on affected traffic

- 
The enhancement of congestion mitigation handling with pre-provisioned congestion mitigation policies in PCEF can be done as exemplarily shown in figure 6.1.5.1.4-1.
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Figure 6.1.5.1.4-1: possible behaviour of pre-provisioned congestion mitigation policies in PCEF (in combination with dynamic policy handling)

Editor’s note: it is FFS if another behaviour with pre-provisioned user plane congestion mitigation policies is required.

With the behaviour in figure 6.1.5.1.4-1 PCRF will always be in control of which congestion mitigation policies are active in PCEF. Furthermore, PCRF is always able to receive all congestion reports of interest for its policy decisions. In case that PCRF chooses not to subscribe to all congestion reports (for optimisation reasons), it may not always be aware of the currently enforced congestion mitigation policy.

6.1.5.1.5
Impact on existing entities and interfaces
For RAN, neither new interface nor new signalling need to be introduced. The impacts to RAN nodes (BSC/RNC/eNodeB)
· Include RCI defined in this solution in the uplink GTP-U packet.

The core network user plan elements (GGSN/PGW)

· Recognize the congestion indicator.

6.1.5.1.6
Solution evaluation
time
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