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Introduction
The LS response from RAN2 has indicated that the performance of the CN-based solution must be addressed. This paper progresses the performance evaluation by investigating the question of whether or not the CN-based solution is capable of operating at a stable state for a longer period of time, or whether it leads to an instable operation due to frequent oscillations between congestion state and no congestion state. This aspect is important to understand, as a system with frequent oscillations not only leads to very high signalling loads, but also it cannot provide a predictable performance for the operator, and its performance is sub-optimal. We analyse the effect of oscillations on system utilization. 
The risk of oscillations
Figure 1 below shows how the CN-based solution may lead to oscillations in the user plane traffic. 
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Figure 1 Oscillations may arise with the CN-based solution due to the delayed feedback loop.

The RAN, after performing congestion detection over a given measurement interval, detects congestion (1) which is then reported to the CN (2). This triggers CN congestion mitigation actions (3), such as shaping traffic to a given rate or gating the traffic completely. This reduces the amount of user plane traffic going into RAN (4). After a new measurement period has passed, this may lead to the detection result that RAN is no longer congested (5). When reported to the CN (6), the mitigation action is stopped (7), which increases the traffic going to RAN (8). This in turn may once again lead to a state of congestion detected in RAN and the whole process repetitively starts all over again, causing oscillating behaviour. 
The root cause of the oscillating behaviour is the delayed feedback system setup. In order to detect congestion in the RAN, it is necessary to collect measurements for a period of time, and that causes delay in the system. As agreed, UPCON works on mid and long timescales, hence the measurement intervals need to be configured for that time range implying significant delay in the loop. It is well known from control theory that such delayed feedback systems are subject to oscillations which need to be addressed. 

A general difficulty in setting the parameters for the CN mitigation actions is that the parameter settings have to be done without knowing the actual RAN resource situation. That is because in a given PGW/PCRF node in the CN, it is not known how many other users share the resources of a specific cell, especially since other users in the cell may be handled by other PGW/PCRF nodes. Further, the total cell capacity is dependent on the radio channel quality that changes very quickly and cannot be known in these CN nodes. For these reasons, the CN mitigation action cannot take into account the accurate resource situation in the RAN and hence there is a high risk that the mitigation action is either too little leading to ineffective mitigation, or that the action is too much in terms of excessively throttling the traffic which may lead to the oscillation problem outlined above. 

The oscillating behaviour is expected to be a general issue with the CN-based solution independent of the specific way of the congestion detection mechanism. Even if more congestion levels are introduced, the oscillations may still be present between the different congestion levels. 

Simulation based analysis
In order to verify the issues highlighted above, we have performed a simulation based analysis
. The simulation setup contains a number of simplifications that actually decrease the likelihood oscillations due to the reduced randomness in the setup. The simulations help understand whether oscillations would occur with these simplified settings. The following simplifications were introduced.

· A single cell scenario without UE mobility. 

· Single 20Mbps link with equal resource sharing for all users (WFQ with equal weights);  

· Radio channel quality changes were not simulated

· Single CN node assumed for all users

The simulated scenario consists of two types of traffic: 

· Background traffic, using long file downloads, to model less important p2p or software download traffic. The number of background users was fixed to 10 in the simulations. 
· Web traffic, using a model of the typical object size distribution of a web page (news portal). The browser fetches the web page via multiple parallel connections. The number of web users was determined by the web intensity, giving the number of new web page requests per second, which was an independent parameter in the simulations. 
The CN-based solution was used to shape the background traffic to a given bitrate in the CN in order to allow more capacity for the web traffic. In the simulations, the RAN average load was used as an example to derive either a congestion state or a no congestion state over a 5s measurement interval depending on whether the load exceeds a configurable threshold. Figure 2 below gives an example of a typical simulation trace, showing the system utilization as a function of time, spanning one minute of simulation. This simulation uses a web page download intensity of 0.2/sec, a congestion detection threshold of 98% in the RAN with a lower threshold of 92% for switching to non-congested state, and a 400kbps traffic throttling as the CN mitigation action. As it is very apparent from the figure, the system utilization exhibits an oscillating behaviour, with very deep reductions in the system capacity, bringing the utilization down to as low as 20% in this particular setup. 
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Figure 2 Example of system oscillations over a one minute simulated trace of the CN-based solution

To assess the effect of oscillations under different parameter settings, a range of simulations were performed. Figure 3 below shows the results as the web traffic intensity is increased from 0.1/sec to 0.9/sec indicating the rate at which users request the download of new web pages. We have used three different settings of the RAN congestion detection threshold, and in each case hysteresis was used to apply a higher threshold for switching from non-congested to congested state, and a lower threshold for switching from congested to non-congested state. The three settings were 72%/78%, 82%/88%, 92%/98% for the lower/upper thresholds, with the higher value indicated in later figures. The top graph shows the number of state transitions between congestion and non-congestion state on a per minute average; the bottom figure shows the overall system utilization. It is apparent that the number of transitions is very high and not very far from the theoretical maximum of 12 (due to the 5sec averaging period used in the simulations) for lower values of web traffic intensity. The result of the oscillations is also very apparent in the low utilization results, which is explained by the oscillations leading to periods while the system capacity is not used. 

As the web traffic’s intensity is increased, the number of oscillations are reduced, and consequently the utilization also approaches the desired full system utilization. To understand the reason for the reduction of the oscillations, we have plotted the bitrate of the background traffic in Figure 4. The number of oscillations gets very low at around 0.9/sec web intensity, where the bitrate of background traffic decreases, due to the higher number of web users, to a bitrate that is close to the shaping bitrate of 400kbps. Hence, the oscillations are reduced when the amount of CN throttling is significantly decreased. While the fewer number of oscillations are beneficial for the system performance, the CN-based congestion mitigation is not effective in this case. 
At lower web traffic intensity, using a higher threshold (98%/92%) for congestion detection can be used to reduce the oscillation effect as seen from the smaller number of transitions. That is due to the fact that the higher thresholds are reached less frequently. However, at higher web traffic, the advantage with the higher threshold disappears. That is because even that higher threshold is frequently reached, and for all threshold settings the CN-based mitigation can cause the traffic to go below threshold once CN mitigation is started, leading to oscillations. 
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Figure 3 Number of state transitions and system utilization for CN-based solution depending on the amount of web traffic
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Figure 4 Bitrate of background traffic
Ways of reducing oscillations
As the issue of oscillations appears a general problem with the CN-based solution, we investigate a number of ways how the oscillation problem can be reduced. The results above have indicated that the oscillation problem can be reduced if only a small fraction of traffic is exposed to the CN mitigation action; however that also diminishes the effectiveness of CN-based mitigation in general. The results have also indicated that simply using a higher detection threshold is not sufficient in itself to effectively address the oscillation problem. 
Hysteresis. A known way to reduce oscillations in a feedback system is to use a hysteresis. In our case, this means that a higher threshold is used for transitioning from the non-congested state to the congested state; and a lower threshold is used for transitioning from the congested state to the non-congested state. 
However, such a hysteresis based approach is only effective if the difference between the two thresholds are large enough. I.e., if the CN mitigation actions result in traffic reductions that immediately take the RAN traffic below the lower threshold, the hysteresis is not effective. A difficulty here, as mentioned above, is that it is hard to set the parameters of the CN mitigation in a way that they result is neither too little nor too much throttling. In our case, the parameters would need to be set such that the reduction in traffic is sufficiently high for the mitigation to be effective, yet the reduction of the traffic is not too much such that it would immediately take the RAN traffic below the lower threshold. Finding such parameters is difficult, as the CN nodes by themselves have no way to find out the consequence of a given CN mitigation action in relation to the total cell capacity. 

Figure 4below illustrate the effect of hysteresis. As the figures show, it is necessary to use a large difference between the two thresholds to achieve some reduction in the oscillating behaviour, but even then the oscillation effect is still present and the hysteresis has only limited effect.  However, using a stronger hysteresis may result in some reduction in the system utilization, because the CN may maintain the throttling action for a longer period of time. 
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Figure 5 Effect of different hysteresis parameters

Time constraint to delay state transitions. Another way to reduce the number of transitions is to artificially prevent the RAN from quickly returning from congested state to non-congested state. By setting a minimal time that RAN spends in the congested state, frequent transitions back and forth can be avoided. 
Note however that this approach makes the system artificially stay in congested state even if it is not justified by the actual RAN traffic. This causes the CN mitigation action to remain effective for a longer period of time than necessary, which leads to excessive traffic throttling leading to system under-utilization. 
The results shown in Figure 5 below illustrate the effect of delayed state transitions from congested to non-congested state. In these simulations, the system was prevented to go back to non-congested state for 2 or 4 averaging periods, where the averaging period of 5sec is used. The reference case without such constraint, corresponding to period=1, is also shown. The figures below show the corresponding number of state transitions, as well as the system utilization. As apparent from the figures, the time constraints help to significantly reduce the number of state transitions, but at the same time the utilization is also severely impacted. 
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Figure 6 Artificial time constraints reduce oscillations at the cost of lower performance
Longer time averaging period for RAN congestion detection. It is also possible to set a longer time averaging period in the RAN to reduce the number of oscillations per minute. Longer time averaging in the RAN means that the RAN takes more time to evaluate the congestion/no congestion state, so the system eventually spends more time in both the congested and non-congested state. 

While this may reduce the actual number of state transitions per minute, the basic effect of oscillations would remain unchanged. Since the system spends more time in congested state while the actual traffic may indicate that the congestion no longer applies, the CN mitigation actions may take longer than necessary. This can result in reduced system utilization. 

Figure 6 below illustrates the effect of longer averaging period, giving results for 5s, 10s, 20s and 30s measurement intervals. While the use of longer periods decreases the absolute number of state transitions, the system continues to be in oscillating state as there is a state transition taking place after a very high fraction of the measurement intervals. (The maximal number of transitions is 12, 6, 3, 2 transitions per minute for the 5s, 10s, 20s, 30s measurement intervals, respectively.) The utilization figures show some decrease in the utilization due to the longer averaging intervals. 
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Figure 7 Longer measurement periods in RAN can reduce the number of state transitions per minute, but the oscillations remain
Adjusted CN mitigation parameters. One may also attempt to tune the CN mitigation parameters in order to reduce the amount of fluctuations. In general, the less aggressive (i.e., higher bitrate) shaping is used, the smaller the effect of the CN mitigation is, and consequently both the problems with oscillation and the problems with small utilization are diminished. The simulation results in Figure 7 below are in agreement with that observation. We show the effect of different CN mitigation parameters; traffic shaping to 200kbps, 400kbps and 800kbps are shown, giving the results for the number of state transitions and the system utilization. As expected, both oscillation problems and utilization problems are smaller in general – though still existing – with a less aggressive shaping parameter. 
However, setting less aggressive traffic throttling parameters in the CN implies that the actual benefit of CN mitigation is also smaller. Figure 8 below shows the actual bitrates of the file download traffic, as it decreases with the increasing web traffic intensity. Note that with sufficiently high web traffic, the background traffic bitrates may go below the actual shaping rates, indicating that CN mitigation may become ineffective as a result of the adjusted CN mitigation parameters. 
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Figure 8 Less aggressive CN throttling reduces oscillations, but congestion mitigation effect is also reduced.
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Figure 9 Bitrate of background traffic
Summary 

The CN-based solution is subject to instability caused by system-wide user plane oscillations as the system transitions back and forth between congested and non-congested states. This oscillating behaviour is due to the delayed feedback control system that results from RAN congestion detection measured over a given time interval, and the associated CN mitigation actions which cannot take into account the accurate and up-to-date RAN resource situations. The oscillations lead to system under-utilization and unpredictable, sub-optimal performance. 

A number of ways have been investigated to reduce the amount of oscillations, however all of these approaches have undesirable side-effects. The table below summarizes these approaches.
	Way to reduce oscillation
	Side-effect/Comment

	Only small part of the traffic is exposed to mitigation action
	Congestion mitigation not effective

	Higher congestion detection threshold
	Not effective to reduce oscillations in case traffic can reach higher threshold

	Hysteresis in congestion detection
	Not effective unless mitigation action is very limited, in which case the mitigation itself is not effective

	Time constraint to delay state transitions
	Excessive traffic throttling in CN, hence low performance. 

	Longer averaging period
	Ineffective to avoid oscillations, though oscillation period becomes longer. 

	Adjusted CN parameters for less aggressive throttling.
	Mitigation becomes ineffective. 


Proposal

The issue of instable system performance due to frequent oscillations between different congestion states must be addresses; no solution has been identified to address the question without giving undesirable side effects. It is proposed to document the question of instability due to oscillations as an issue for the CN congestion mitigation, as shown below. 
========================START FIRST CHANGE=======================
6.1.6.1
Solution 1.6.1: Policy-based Congestion Mitigation 

6.1.6.1.1
General description, assumptions, and principles

This solution addresses key issues #1 (“RAN User Plane congestion mitigation”) and #4 (“Video delivery control for congestion mitigation”). It describes a general scheme how PCRF can be involved for congestion mitigation based on policy decisions, with the PCRF providing policies to different network entities performing congestion mitigation, based on congestion awareness. 

This solution focuses only on policy-based congestion mitigation, and does thus not depend on how congestion awareness is achieved in the PCRF (e.g. if the congestion information is signalled off-path or if they are indicated on-path via the P-GW). 

NOTE: 
The term “congestion information” is used here as a generic term and the detailed information elements are left to the congestion awareness solution. 

Editor’s Note: It is FFS how system instability due to the frequent oscillations between different congestion states can be avoided for CN-based congestion mitigation without compromising system capacity or congestion mitigation efficiency. 
========================END FIRST CHANGE=======================
========================START SECOND CHANGE=======================

Annex X
Performance Analysis 

Editor's Note: This section includes various system performance analyses on the solutions.
X.1
Analysis of system oscillations with CN-based solution

X.1.1
The risk of oscillations

Figure 1 below shows how the CN-based solution may lead to oscillations in the user plane traffic. 
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Figure 1 Oscillations may arise with the CN-based solution due to the delayed feedback loop.

The RAN, after performing congestion detection over a given measurement interval, detects congestion (1) which is then reported to the CN (2). This triggers CN congestion mitigation actions (3), such as shaping traffic to a given rate or gating the traffic completely. This reduces the amount of user plane traffic going into RAN (4). After a new measurement period has passed, this may lead to the detection result that RAN is no longer congested (5). When reported to the CN (6), the mitigation action is stopped (7), which increases the traffic going to RAN (8). This in turn may once again lead to a state of congestion detected in RAN and the whole process repetitively starts all over again, causing oscillating behaviour. 

The root cause of the oscillating behaviour is the delayed feedback system setup. In order to detect congestion in the RAN, it is necessary to collect measurements for a period of time, and that causes delay in the system. As agreed, UPCON works on mid and long timescales, hence the measurement intervals need to be configured for that time range implying significant delay in the loop. It is well known from control theory that such delayed feedback systems are subject to oscillations which need to be addressed. 

A general difficulty in setting the parameters for the CN mitigation actions is that the parameter settings have to be done without knowing the actual RAN resource situation. That is because in a given PGW/PCRF node in the CN, it is not known how many other users share the resources of a specific cell, especially since other users in the cell may be handled by other PGW/PCRF nodes. Further, the total cell capacity is dependent on the radio channel quality that changes very quickly and cannot be known in these CN nodes. For these reasons, the CN mitigation action cannot take into account the accurate resource situation in the RAN and hence there is a high risk that the mitigation action is either too little leading to ineffective mitigation, or that the action is too much in terms of excessively throttling the traffic which may lead to the oscillation problem outlined above. 

The oscillating behaviour is expected to be a general issue with the CN-based solution independent of the specific way of the congestion detection mechanism. Even if more congestion levels are introduced, the oscillations may still be present between the different congestion levels.

X.1.2 
Simulation based analysis

In order to verify the issues highlighted above, we have performed a simulation based analysis
. The simulation setup contains a number of simplifications that actually decrease the likelihood oscillations due to the reduced randomness in the setup. The simulations help understand whether oscillations would occur with these simplified settings. The following simplifications were introduced.

· A single cell scenario without UE mobility. 

· Single 20Mbps link with equal resource sharing for all users (WFQ with equal weights);  

· Radio channel quality changes were not simulated

· Single CN node assumed for all users

The simulated scenario consists of two types of traffic: 

· Background traffic, using long file downloads, to model less important p2p or software download traffic. The number of background users was fixed to 10 in the simulations. 

· Web traffic, using a model of the typical object size distribution of a web page (news portal). The browser fetches the web page via multiple parallel connections. The number of web users was determined by the web intensity, giving the number of new web page requests per second, which was an independent parameter in the simulations. 

The CN-based solution was used to shape the background traffic to a given bitrate in the CN in order to allow more capacity for the web traffic. In the simulations, the RAN average load was used as an example to derive either a congestion state or a no congestion state over a 5s measurement interval depending on whether the load exceeds a configurable threshold. Figure 2 below gives an example of a typical simulation trace, showing the system utilization as a function of time, spanning one minute of simulation. This simulation uses a web page download intensity of 0.2/sec, a congestion detection threshold of 98% in the RAN with a lower threshold of 92% for switching to non-congested state, and a 400kbps traffic throttling as the CN mitigation action. As it is very apparent from the figure, the system utilization exhibits an oscillating behaviour, with very deep reductions in the system capacity, bringing the utilization down to as low as 20% in this particular setup. 
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Figure 2 Example of system oscillations over a one minute simulated trace of the CN-based solution

To assess the effect of oscillations under different parameter settings, a range of simulations were performed. Figure 3 below shows the results as the web traffic intensity is increased from 0.1/sec to 0.9/sec indicating the rate at which users request the download of new web pages. We have used three different settings of the RAN congestion detection threshold, and in each case hysteresis was used to apply a higher threshold for switching from non-congested to congested state, and a lower threshold for switching from congested to non-congested state. The three settings were 72%/78%, 82%/88%, 92%/98% for the lower/upper thresholds, with the higher value indicated in later figures. The top graph shows the number of state transitions between congestion and non-congestion state on a per minute average; the bottom figure shows the overall system utilization. It is apparent that the number of transitions is very high and not very far from the theoretical maximum of 12 (due to the 5sec averaging period used in the simulations) for lower values of web traffic intensity. The result of the oscillations is also very apparent in the low utilization results, which is explained by the oscillations leading to periods while the system capacity is not used. 

As the web traffic’s intensity is increased, the number of oscillations are reduced, and consequently the utilization also approaches the desired full system utilization. To understand the reason for the reduction of the oscillations, we have plotted the bitrate of the background traffic in Figure 4. The number of oscillations gets very low at around 0.9/sec web intensity, where the bitrate of background traffic decreases, due to the higher number of web users, to a bitrate that is close to the shaping bitrate of 400kbps. Hence, the oscillations are reduced when the amount of CN throttling is significantly decreased. While the fewer number of oscillations are beneficial for the system performance, the CN-based congestion mitigation is not effective in this case. 

At lower web traffic intensity, using a higher threshold (98%/92%) for congestion detection can be used to reduce the oscillation effect as seen from the smaller number of transitions. That is due to the fact that the higher thresholds are reached less frequently. However, at higher web traffic, the advantage with the higher threshold disappears. That is because even that higher threshold is frequently reached, and for all threshold settings the CN-based mitigation can cause the traffic to go below threshold once CN mitigation is started, leading to oscillations. 
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Figure 3 Number of state transitions and system utilization for CN-based solution depending on the amount of web traffic
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Figure 4 Bitrate of background traffic
X.1.3
Ways of reducing oscillations
As the issue of oscillations appears a general problem with the CN-based solution, we investigate a number of ways how the oscillation problem can be reduced. The results above have indicated that the oscillation problem can be reduced if only a small fraction of traffic is exposed to the CN mitigation action; however that also diminishes the effectiveness of CN-based mitigation in general. The results have also indicated that simply using a higher detection threshold is not sufficient in itself to effectively address the oscillation problem. 
Hysteresis. A known way to reduce oscillations in a feedback system is to use a hysteresis. In our case, this means that a higher threshold is used for transitioning from the non-congested state to the congested state; and a lower threshold is used for transitioning from the congested state to the non-congested state. 

However, such a hysteresis based approach is only effective if the difference between the two thresholds are large enough. I.e., if the CN mitigation actions result in traffic reductions that immediately take the RAN traffic below the lower threshold, the hysteresis is not effective. A difficulty here, as mentioned above, is that it is hard to set the parameters of the CN mitigation in a way that they result is neither too little nor too much throttling. In our case, the parameters would need to be set such that the reduction in traffic is sufficiently high for the mitigation to be effective, yet the reduction of the traffic is not too much such that it would immediately take the RAN traffic below the lower threshold. Finding such parameters is difficult, as the CN nodes by themselves have no way to find out the consequence of a given CN mitigation action in relation to the total cell capacity. 

Figure 4below illustrate the effect of hysteresis. As the figures show, it is necessary to use a large difference between the two thresholds to achieve some reduction in the oscillating behaviour, but even then the oscillation effect is still present and the hysteresis has only limited effect.  However, using a stronger hysteresis may result in some reduction in the system utilization, because the CN may maintain the throttling action for a longer period of time. 
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Figure 5 Effect of different hysteresis parameters

Time constraint to delay state transitions. Another way to reduce the number of transitions is to artificially prevent the RAN from quickly returning from congested state to non-congested state. By setting a minimal time that RAN spends in the congested state, frequent transitions back and forth can be avoided. 

Note however that this approach makes the system artificially stay in congested state even if it is not justified by the actual RAN traffic. This causes the CN mitigation action to remain effective for a longer period of time than necessary, which leads to excessive traffic throttling leading to system under-utilization. 

The results shown in Figure 5 below illustrate the effect of delayed state transitions from congested to non-congested state. In these simulations, the system was prevented to go back to non-congested state for 2 or 4 averaging periods, where the averaging period of 5sec is used. The reference case without such constraint, corresponding to period=1, is also shown. The figures below show the corresponding number of state transitions, as well as the system utilization. As apparent from the figures, the time constraints help to significantly reduce the number of state transitions, but at the same time the utilization is also severely impacted. 
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Figure 6 Artificial time constraints reduce oscillations at the cost of lower performance
Longer time averaging period for RAN congestion detection. It is also possible to set a longer time averaging period in the RAN to reduce the number of oscillations per minute. Longer time averaging in the RAN means that the RAN takes more time to evaluate the congestion/no congestion state, so the system eventually spends more time in both the congested and non-congested state. 

While this may reduce the actual number of state transitions per minute, the basic effect of oscillations would remain unchanged. Since the system spends more time in congested state while the actual traffic may indicate that the congestion no longer applies, the CN mitigation actions may take longer than necessary. This can result in reduced system utilization. 

Figure 6 below illustrates the effect of longer averaging period, giving results for 5s, 10s, 20s and 30s measurement intervals. While the use of longer periods decreases the absolute number of state transitions, the system continues to be in oscillating state as there is a state transition taking place after a very high fraction of the measurement intervals. (The maximal number of transitions is 12, 6, 3, 2 transitions per minute for the 5s, 10s, 20s, 30s measurement intervals, respectively.) The utilization figures show some decrease in the utilization due to the longer averaging intervals. 
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Figure 7 Longer measurement periods in RAN can reduce the number of state transitions per minute, but the oscillations remain
Adjusted CN mitigation parameters. One may also attempt to tune the CN mitigation parameters in order to reduce the amount of fluctuations. In general, the less aggressive (i.e., higher bitrate) shaping is used, the smaller the effect of the CN mitigation is, and consequently both the problems with oscillation and the problems with small utilization are diminished. The simulation results in Figure 7 below are in agreement with that observation. We show the effect of different CN mitigation parameters; traffic shaping to 200kbps, 400kbps and 800kbps are shown, giving the results for the number of state transitions and the system utilization. As expected, both oscillation problems and utilization problems are smaller in general – though still existing – with a less aggressive shaping parameter. 

However, setting less aggressive traffic throttling parameters in the CN implies that the actual benefit of CN mitigation is also smaller. Figure 8 below shows the actual bitrates of the file download traffic, as it decreases with the increasing web traffic intensity. Note that with sufficiently high web traffic, the background traffic bitrates may go below the actual shaping rates, indicating that CN mitigation may become ineffective as a result of the adjusted CN mitigation parameters. 
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Figure 8 Less aggressive CN throttling reduces oscillations, but congestion mitigation effect is also reduced.
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Figure 9 Bitrate of background traffic
X.1.4
Summary of analysis
The CN-based solution is subject to instability caused by system-wide user plane oscillations as the system transitions back and forth between congested and non-congested states. This oscillating behaviour is due to the delayed feedback control system that results from RAN congestion detection measured over a given time interval, and the associated CN mitigation actions which cannot take into account the accurate and up-to-date RAN resource situations. The oscillations lead to system under-utilization and unpredictable, sub-optimal performance. 

A number of ways have been investigated to reduce the amount of oscillations, however all of these approaches have undesirable side-effects. The table below summarizes these approaches.

	Way to reduce oscillation
	Side-effect/Comment

	Only small part of the traffic is exposed to mitigation action
	Congestion mitigation not effective

	Higher congestion detection threshold
	Not effective to reduce oscillations in case traffic can reach higher threshold

	Hysteresis in congestion detection
	Not effective unless mitigation action is very limited, in which case the mitigation itself is not effective

	Time constraint to delay state transitions
	Excessive traffic throttling in CN, hence low performance. 

	Longer averaging period
	Ineffective to avoid oscillations, though oscillation period becomes longer. 

	Adjusted CN parameters for less aggressive throttling.
	Mitigation becomes ineffective. 


========================END SECOND CHANGE=======================
� ns-3 packet-level simulations were used.


� ns-3 packet-level simulations were used.
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