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This paper discusses the MME behaviour regarding UEs configured for low access priority and overriding low access priority.
1. Introduction
In response to the LS on LAPI for NNSF [1], RAN3 has provided the reply LS [2], which includes the following questions:
In case MME optimised for LAPI is only supporting LAPI UEs:

Question 1: In case a UE configured for LAPI is reconfigured for non-LAPI, how does the LAPI supporting MME handle that UE?

Question 2: How does LAPI supporting MME handle overload situation?
This paper deals with these questions and proposes a way forward.
2. Discussion
2.1 Question 1

Support of low access priority UEs and UEs configured for overriding low access priority is an additional feature to an MME. In other words, an MME optimized for low access priority UEs is also capable of supporting UEs that are not configured for low access priority. On the other hand, a UE initially configured for low access priority and later reconfigured for non-low access priority, is not a low access priority UE anymore. In overload and congestion control mechanisms, it can be easily seen that such UEs are treated as normal ones. Furthermore, it is noteworthy that such UEs are said to be configured for “overriding” low access priority.

With the above in mind, let us consider how an MME optimized for low access priority UEs should handle UEs configured for overriding low access priority. The MME behaviour may depend on several factors. For example, an MME optimized for low access priority UEs may be configured to have a UE acceptance that strictly rejects non-low access priority UEs. In this case, UEs configured for overriding low access priority should be rejected by the MME. Even in the case where a UE acceptance rule allows for an MME optimized for low access priority UEs to accept non-low access priority UEs, the MME may take into account e.g. its own overload level when making a decision on the UE acceptance.
In addition, a priori knowledge may be taken into account while making such a decision. For example, if overload in an MME for low access priority UEs occurs frequently, UEs served by the MME will experience unsatisfying QoS, which may not be desirable for non-low access priority UEs including UEs configured for overriding low access priority. Then the MME may reject non-low access priority UEs and the rejected UEs may be served by a different MME. Or alternatively, the MME may off-load a number of low access priority UEs to serve the UEs configured for overriding low access priority properly.
There might be additional factors that should be considered to decide the MME behaviour. We believe that most of these factors including a UE acceptance rule, overload severity and a priori knowledge are highly operator-specific. Therefore, it is proposed:
Proposal 1: To let an MME optimized for low access priority UEs handle UEs configured for overriding low access priority based on network configuration.
2.2 Question 2
There are a number of functionalities that deal with MME overload; e.g. the S1 Overload Start/Stop procedures, NAS level congestion control, throttling of Downlink Data Notification requests. We do not see any reason why these mechanisms should be prohibited to resolve overload in an MME optimized for low access priority UEs.
The statement that many MTC devices will generate low volumes of traffic [3] implies that the S1 Overload Start/Stop procedures will effectively alleviate the MME overload situation. With the procedures, the MME may be ensured that only the signalling not indicated as to be rejected is sent to itself for a manipulable period of time. After short period of time, without new signalling, the connected UEs configured for low access priority may finish necessary signalling and the MME may get over the overload situation.
Observation 1: Currently existing overload alleviation mechanisms may effectively resolve the overload situation of an MME optimized for low access priority UEs.

On the other hand, making use of load re-balancing functionality seems to be another example to resolve the MME’s overload situation. According to [3], load re-balancing functionality should not be used when the MME becomes overloaded because the Load Balancing function should have ensured that the other MMEs in the pool area are similarly overloaded. However, an eNB may be configured to select a specific MME for UEs configured for low access priority with a different load balance to that used for MME selection for other UEs, which means an MME for low access priority UEs may not be subject to load balancing and load of the MME may not be balanced with other MMEs in a pool area.
Decision on off-loading should be carefully made. For example, if other MMEs in a pool area are also overloaded, then the benefit of off-loading is minimized. Since an MME is not provided with load information of other MMEs by signalling, OAM intervention is necessary.
With a careful OAM intervention, the load re-balancing functionality may provide a complementary means to relieve the overload situation together with other network management functions. Finally, it is proposed:

Proposal 2: To let an MME optimized for low access priority UEs handle overload situation with currently existing network management functions e.g. load re-balancing, the S1 Overload Start/Stop procedures, Throttling of Downlink Data Notification Requests, NAS level congestion control.
3. Conclusion

Questions present in the reply LS on LAPI for NNSF are considered and it is proposed:
Proposal 1: To let an MME optimized for low access priority UEs handle UEs configured for overriding low access priority based on network configuration; and
Proposal 2: To let an MME optimized for low access priority UEs handle overload situation with currently existing network management functions e.g. load re-balancing, the S1 Overload Start/Stop procedures, Throttling of Downlink Data Notification Requests, NAS level congestion control.
The proposals are reflected in [4] and [5].
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