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Abstract of the contribution: This paper proposes a TCP friendly solution for “Key Issue #4: Video delivery control for congestion mitigation”.
Discussion

1. Background
In TR 23.705, the “Key Issue #4: Video delivery control for congestion mitigation”:

Mobile network operators identify mobile video as one of the main contributing factors to congestion in mobile networks.

The most appropriate approach depends on the precise video application (e.g. adaptive versus non-adaptive video codecs) and transport protocol (e.g. TCP vs. UDP).
This key issue is about how the operator can manage (based on RAN, Core Network and/or application layer mechanisms) the delivery of individual video application flows, according to the user’s subscription level and current RAN congestion level. Solutions for different video application types (adaptive and non-adaptive) and transport protocols (TCP and UDP) are considered.
As the contribution S2-131946 stated, the TCP traffic is one of the major part of video traffic and the proper handling of TCP traffic is crucial. TCP window-based congestion control is the underlining control mechanism when TCP is designed. Whereas, simply dropping/gating may not be well suited for wireless/cellular networks in terms of RAN congestion mitigation. This may cause TCP Sawtooth and TCP synchronization problems leading to dramatic and potentially persistent TCP throughput collapse.
2. Proposed Solution
The goal of the solution is to solve the mismatch between the TCP’s window-based congestion control and RAN congestion mitigation mechanisms.

Besides the requirement of “TCP friendly” (to eliminate undesirable throughput fluctuation (in the form of TCP jaw-tooth) and user experience degradation resultant from dropping of TCP packets), the following objectives need to be satisfied in order to properly solve relevant key issues mentioned earlier:
-
TCP traffic control should responds quickly enough in order to avoid the mitigation lag problem.
· TCP traffic control should support traffic shaping on each direction (either uplink or downlink) simultaneously and independently.
The basic concept of this solution is to introduce a TCP proxy functionality to monitor the TCP traffic and induce both ends (the UE and the SP) to adapt corresponding sending behaviour via modified window fields in the ACK packets.
The RAN congestion information is conveyed to the TCP proxy function in order to trigger the correspondent TCP traffic controlling operation.
In order to limit/block the TCP traffic on a specific direction, the TCP proxy intercepts the passing-by TCP ACKs in the reverse direction, and modifies the value of the window field included in the TCP header, according to the expected sending behavior by the CN’s congestion mitigation policy.
When the ACK is received, the standard TCP sender would tune its sending window for the next RTT to no larger than the value of window field in the incoming ACK header.
3. Impact to the existing entities and interfaces
The solution need to introduce a functional module to the core network, e.g., in PCEF with the following function:
· Needs to parse the TCP header and modify the ACK header’s field on the corresponding direction once the control operation is triggered 
· Resume the original values in the ACKs when the control is terminated.
· To implement precise TCP traffic reduction/limitation, the function module needs to monitor the status of the targeted TCP connections (e.g. RTT and packet’s size) 
· Implement TCP proxy in either of the following two manners:
· A sniffer semi-proxy, which intercepts the TCP traffic between the UE and the SP, monitor connection status and modifies packets/headers on demand, but keeping the semantics of a single end-to-end connection. 
· A real protocol proxy, which breaks the end-to-end TCP connection between the UE and SP into two separate parts, and maintains the correspondence between the two. 
3. Advantages of the solution

It mitigates the user experience degradation resultant from the throughput fluctuation of TCP traffic during the bandwidth limitation of a continuing long-lived TCP flow. 

It mitigates the service degradation and resource consumption resultant from the abruption of TCP connection termination and re-initiation during the traffic blocking for a short-lived TCP flow.
Proposal

It is proposed to make the following changes to TR 23.705. 
* * * First Change * * * 
6.x
Solution x: TCP Friendly Handling on Video delivery control for Congestion Mitigation
6.x.1
General description, assumptions, and principles
The TCP traffic is one of the major part of video traffic and the proper handling of TCP traffic is crucial. TCP window-based congestion control is the underlining control mechanism when TCP is designed. Whereas, simply dropping/gating may not be well suited for wireless/cellular networks in terms of RAN congestion mitigation. This may cause TCP Sawtooth and TCP synchronization problems leading to dramatic and potentially persistent TCP throughput collapse.
The solution is to achieve a “TCP friendly” solution. Namely, eliminate undesirable throughput fluctuation (in the form of TCP jaw-tooth) and user experience degradation resultant from dropping of TCP packets. To achieve this, the following objectives need to be satisfied:
-
TCP traffic control should responds quickly enough in order to avoid the mitigation lag problem.
· TCP traffic control should support traffic shaping on each direction (either uplink or downlink) simultaneously and independently.
6.x.2
High-level operation and procedures
The basic concept of this solution is to introduce a TCP proxy functionality to monitor the TCP traffic and induce both ends (the UE and the SP) to adapt corresponding sending behaviour via modified window fields in the ACK packets.
The RAN congestion information is conveyed to the TCP proxy function in order to trigger the correspondent TCP traffic controlling operation.
In order to limit/block the TCP traffic on a specific direction, the TCP proxy intercepts the passing-by TCP ACKs in the reverse direction, and modifies the value of the window field included in the TCP header, according to the expected sending behavior by the CN’s congestion mitigation policy.
When the ACK is received, the standard TCP sender would tune its sending window for the next RTT to no larger than the value of window field in the incoming ACK header.
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Figure 6.X.1: Reference Architecture of the TCP proxy function

The TCP proxy can be implemented in either of the following two manners:
· A sniffer semi-proxy, which intercepts the TCP traffic between the UE and the SP, monitor connection status and modifies packets/headers on demand, but keeping the semantics of a single end-to-end connection. 
· A real protocol proxy, which breaks the end-to-end TCP connection between the UE and SP into two separate parts, and maintains the correspondence between the two. 
6.x.3
Impact on existing entities and interfaces
The solution need to introduce a TCP proxy function to the core network, e.g., in PCEF, with the following function:

· Needs to parse the TCP header and modify the ACK header’s field on the corresponding direction once the control operation is triggered 
· Resume the original values in the ACKs when the control is terminated.
· To implement precise TCP traffic reduction/limitation, the function module needs to monitor the status of the targeted TCP connections (e.g. RTT and packet’s size) 
6.x.4
Solution evaluation
* * * End of Changes * * * 
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