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Abstract of the contribution: This contribution describes a solution for RAN congestion aggregate reporting
1. Introduction
This contribution proposed a new solution to solve the key issue on RAN congestion awareness and notification to the core network.  The objective is to use a standard mechanism to report congestion information to the core network.
The solution attempts to meet the following objectives:

· Leverage existing frameworks and procedures

· Minimize additional signalling when reporting congestion indication and information

· Provide only the information required to accomplish the task.  In conducting congestion management research it was found that proper comparison of usage data, e.g. bytes, packets and flows, for all IP traffic and congestion indicated traffic provides a rudimentary traffic profile that improves the PCRF policy decision.
· Additional congestion information to be provided and allow operators to not only mitigate but remediate congestion.

· Support Home and Visited Network congestion reporting in roaming cases.
· Network entity congestion level report is provided. 

· User Session congestion should be correlated with network entity (e.g. eNB) congestion that is already performed by the P-GW for CDR generation.

· Be future proof and backwards compatible – This requires acknowledgement that not all elements, especially UEs and SAs, will support a specific feature, e.g. ECN.  It also mandates the solution support networks where all elements do support such features.
2. Putting congestion reporting issues into perspective 

Once congestion is detected in the network, there are still many aspects of the PCC architecture that need to be considered.  This section looks at the complexity of network deployments and congestion.  The figure below shows an example of deployment complexity that must be considered as part of the overall solution.
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Figure 1 – Complexities of network deployment
Depicted in the figure are users with single PDN bearers, multiple PDN bearers, in-bound roaming and out-bound roaming.  When multiple PDN bearers are involved, the user is connected to multiple PDNs and perhaps multiple PCRFs.  Reporting aggregated congestion information along the bearer’s path leads to multiple messages to the different PDNs and PCRFs.  If congestion reports are not aggregated but sent on a per-user or per-flow basis, the number of messages increases dramatically.  Roaming reports are also complicated.  For in-bound roamers, the reports would be sent to the PDN and PCRF outside of the serving access network where no action can be taken.  For out-bound roamers, the report is sent to network nodes where no action can be taken.  
2.1 Multiple flows and PGWs and PCRFs

Congestion on a single flow within a session of multiple flows is hard to detect.  When other flows are not impacted isolating the offending flow may be difficult.  Further, the characteristics of the offending flow may change.  In fact, the offending flow may be the cause of other flows appearing to be congested.  Investigating all flows constitutes a large effort with few fruitful results.  Perhaps the best solution is to let the flow be self-reporting or self-correcting.  Mitigation decisions can then be made on a single flow basis.  This example of a self-reporting or self-correcting flow is also addressed below in a discussion of other actors.
New service offerings for enterprises, IMS, and CDNs may lead to a single user being simultaneously connected to multiple Packet Gateways during the session.  When multiple Packet Gateways (PGW) are introduced, congestion at an eNodeB may be hard to act on even when the individual flow is self-reporting.  Individual PGWs may not see significant congestion for any one eNodeB based on the bearers it is serving, but a user is receiving throughput from multiple P-GWs that exceed its total assigned maximum bitrate at the eNodeB, then the eNode B will drop packets even though at each P-GW there is no violation of maximum bitrate.   Aggregate the reports for a single eNodeB across PGWs may lead to more useful information regarding the overall congestion of the node
The PCRFs may be supporting similar services and flows or entirely different services and flow types, thus the mitigation action would be different among the PCRFs and deciding which one should take action is also a challenge.  Second, would the resolution of congestion by one PCRF impact the conditions of other flows controlled by other PCRFs?  A solution where all controlling elements have access to the aggregated congestion information is needed.

2.2 Roaming 

Handling congestion when users roam in or out of their home network, creates complex cases, especially if the roaming user is causing the congestion.  Even if the user is not causing the congestion, other remedial steps may impact the user or actually encourage the user to become more of a congestion problem.  

First, users roaming into networks where congestion exists on the eNodeB, have their PGW in the home network so any scheme following the user plane GTP-U or GTP-C reporting send the congestion report to the home network.  The home network may not have anything it can do since the user may not be causing the congestion condition.    Any steps the home network would take must be coordinated with the serving network via communication between the PCRFs.  Coordination is especially needed if the roaming user is the cause of the congestion.  Then, the networks can take complementary action to handle the congestion – both networks will have to have sufficient information to work together.  In the serving network, information about the congestion must be recovered from the SGW, since the roamer’s PGW is not accessible.  Without the BBERF located in the SGW, there is little the serving network can do to mitigate the roamer’s behaviour.  Reports of roaming offending flows or users, when appropriate, could be sent to the Home PCRF for mitigation action by the Home network.  Without any communication to the Home network, if efforts are used to reduce the load of other users on the eNodeB, the roamer may simply continue to ask for more resources.  Similarly, if the roamer is not the cause of the congestion, reducing the other users’ load may again encourage the roamer to consume more resources.  Coordination between the two networks is needed if the user experience is to be preserved or minimally impacted.  If one network operator acts independently, the user may be greatly impacted or, at the other extreme, the congestion may not be reduced because of the roamer’s actions.

Second, users roaming out of their home network may find themselves in congested conditions and if the serving network does not inform the home network, the user experience may be adversely impacted.  If the home network learns of congestion, the user could be throttled, gated, or directed to another access network by the Home network rather than accept the serving network’s mitigation actions.  In a coordinated environment between the operators, the home network can take actions to preserve the user experience and complement what is happening in the serving network.

2.3 GTP/PMIP tunneling

Various proposals have suggested using the GTP-U or GTP-C headers or new messages as the conveyance of congestion information along the bearer path.  
· GTP-U tunnelling is based upon the bearer path.  Any eNodeB congestion report report must be sent to each bearer.  

· EnodeB level reports generates 1 message per active / inactive bearer on the EnodeB.

· A user report must be sent over each active / inactive bearer the user has.   

· GTP-C (TS 29.274) supports message granularity at per UE over S11 and per PDN over S5 and S11.  

· EnodeB level reports may generate a single message to the MME but result in (minimally) one message per active/inactive user attached to the eNodeB over S11.  

· Over S5 the number of messages is equal to each distinct PDN connection (UE / PDN connection) attached to the UE. NOTE: The S5 value may be the same load on the S11 if the S-GW is mapping User level GTP-C messages to PDN connections.

· At the PGW each message must be sent to the PCRF per PDN connection.  This has obvious implications for the Gx Event load.

Any reports of congestion consolidated for more than a single bearer must be reported across all bearers for example, when an eNodeB is congested having bearers that go to multiple SGWs and/or PGWs.  Without aggregate messaging with a direct path to the rules function, there is potential for duplication of messaging that should be avoided when using either the GTP-C or GTP-U proposals.
2.4 Other Actors on flows

A solution is needed that: 
1. Acknowledges  that while one application / service may be able to take congestion mitigation actions on its own this may be thwarted by other greedy applications that see the mitigation action as an increase in available bandwith 
2. Uses aggregate congestion information across flows, takes mitigation action that can bring control to all the bearers/flows
3. Understands the ebb and flow of congestion mitigation.
4. Understands that the UE may support multiple bearers/flows and can act as a policy controlled PCEF to manage those flows using congestion notification.  Flow or AMBR throughput can be adjusted, applications prioritized and a user interface can collect more information for control and inform the user of conditions to achieve a better user experience.  The user interface can also collect important information such as unattended applications and their associated traffic.  
5. Application Servers and other end points within the Internet can also take steps to reduce flows through rate adaption, transcoding changes, etc.  This is still on a single bearer/flow basis, but may have significant impact. 
RAN congestion mitigation needs to take into consideration these end point capabilities, for these end points’ actions can conflict with network solutions that do not acknowledge all of the influences on the Bearers/flows.
3. Solution
3.1 Reporting Aggregate Congestion at different levels

· Overall health of the eNodeB or SGW is important for reporting.  Congestion may be limited to a few users, thus keeping perspective on the impact on the node.  This could include the throughput capacity of the node and percentage utilization – granted (PRB usage) vs. used (Data Volume).  This helps communicate the scope of the congestion.

· The used user capacity (e.g. Data Volume) at the eNodeB, granted user capacity (Used UE AMBR) and dropped volume for both RAN and traffic sent to the eNodeB (this would be traffic dropped due to exceeding the Used UE AMBR).  This provides a insight of the aggregate APN usage across PGWs.

· The number of users and percentage congested for each provides the scope of congestion on a user level.  This  enables policy mitigation to be selective by users and again provide a level of response appropriate to the conditions.

· The number of flows and percentage congested provides the scope of congestion on a per flow basis.  As for users, this insight can help target flows at an appropriate level.

· As levels of congestion rise, aggregated reports can contain the specific users and flow identities for action.  Neither the user network policy nor the flow type is needed at the congested node in order to report the congestion.  Action at the PCRF and PCEF is determined in the core.

These reports are managed by operator policy at each node and content of the report can be constructed appropriately – overall status, user identification and flow identification if needed.
3.2 More detail on report contents

Aggregating information regarding congestion across a node provides insightful knowledge on the extent of the congestion and the potential mitigation steps.  Aggregation can occur at the RAN across the following levels:
· For Cell Level:

· Throughput (PRB and Data Volume – bytes / packets) : Granted, congested and total used capacity

· Overall load (Users): Number of active users on the cell, number of congested users on the cell and maximum users the cell can support, alternatively can be expressed in percentage

· Overall load (Bearers per QCI): Number of bearers allocated and number congested.

· Overall load (Flows): Number of Flows allocated and number congested.

· Cell Identity

· User Level

· Throughput: UE-AMBR, Used UE-AMBR, congested and used bit rate (Data Volume)

· User load (PDNs): Number of PDNs allocated and number congested.

· User load (Bearers per QCI): Number of bearers allocated and number congested.

· User load (Flows): Number of flows allocated and number congested.

· User Identity

· Cell ID

· Bearer Level

· Throughput: Guaranteed bit rate, congested and used bit rate (Data Volume)

· Packet Loss per QCI for both UL/DL

· Packet Delay per QCI for both UL/DL

· Bearer ID

· Cell ID

4. An aggregation reporting proposal

Figure 2 shows how a reporting structure based on OCS can be used to collect aggregated node information, provide a service to analyse the information, and report it to PCC where it can be acted upon.  
The OCF (OCS) can gather additional detailed reports identifying start time and end times of specific activity in addition to the standard quota management provided in RFC 4006 through the use of Envelope reporting as specified in TS 32.299 subclause 6.5.6.  The procedure permits reporting by time,  events, volume or ‘volume and events’.   Aggregated reports are constructed by extending AVPs in this report.  The reported envelope information  can be formatted to report various levels of information in increasing detail down to the user level.  Even though the eNodeB or MME and S-GW do not currently explicitly support the Ro interface, the information is available at these nodes to generate the equivalent of a Flow-based Charging (FBC) Record where the node, ECGI can be used as the user identity end point for reporting to the OCS node.  These reports may start at the eNodeB or at the MME node or at the S-GW  Of course the P-GW already supports the Ro interface.  In the Ro message itself, only the addition of congestion parameters needs to be added or optionally included in the envelope.  The reporting redundancy in the GTP-U/GTP-C can be eliminated with this approach which does not impact the capacity of the GTP tunnel.  The existing Diameter signalling network is used to report the information to the CMS.  The CMS is not a new network element, but performs calculations and consolidation of information as defined in the existing scope of OCS.  Once the calculations and consolidation and decision of which events to report is completed, the CMS can appropriately decide to send messages over the Sy interface to reach the PCRF where action can be taken.  In addition, the information can be relayed over Ro to other operators’ CMS for addressing Roaming cases.  The Subscriber-ID used in the Diameter communication is the EGCI of the eNodeB.   Thus, only one Diameter Event with envelope reports at the appropriate level (eNodeB, User, Flow or combination thereof) can be included in the Envelope Reporting.   
When combined with the Sy interface where a PCRF would use the UE identifying information as the Subscriber-ID, the total number of Diamater messages is 1 for the eNodeB report plus one per impacted UE for which an Sy session has been established.   

Solution 7 of TR23.705 proposes use of a separate reporting path using S11 to an RPPF (OAM-based) entity.  The interface to the PCRF is a new interface for which the protocol has not been defined.  This report also uses a separate path for reporting, but it is based on OCS procedures using the Ro interface to an CMS (OCS-based) entity.  The interface to the PCRF in this proposal uses the existing Sy interface.
For roaming, the number of Diameter messages generated by the S-GW can be per in-bound roaming flow, User or all Users to the CMS plus one Diameter message per impacted UE for which an Sy session has been established.  NOTE:  In this case the PCRF with the Sy session could be the home PCRF.  This would allow the Home PCRF to gather a coordinated view of the state of the visited network’s congestion.
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Figure 2 – Using OCS for report collection
5. Proposal
It is proposed to adopt the solution in the TR 23.705.
*** 1st change ***
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6
Solutions

6.X
Solution x: user plane congestion aggregating reporting 

6.X.1
General description, assumptions, and principles

6.x.1.1 General Description

This solution addresses the key issue of “RAN user plane congestion awareness”.
A new logical function, Congestion Management System (CMS) is proposed to collect RAN user plane congestion information reported by MME, SGW and PGW.  The collected UPCON information will be reported to PCRF to determine mitigation action.

Existing architecture and reference are proposed.  The CMS is a new logical functionality that can either co-located or resided in the OCS.  Ro and Sy reference points are proposed for the reporting of congestion to CMS and PCRF.
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Figure 6.x.2-1: UPCON Aggregate Reporting Architecture

New Reference point:

· Ro: the reference point between MME and OCS/CMS.  (Note: the Ro interface is referenced in 32.299 subclause 6.5.6.  In this case the Subscriber-ID is the ECGI of the eNodeB.

OCS/CMS
· Extend the existing Ro reporting structure to contain congestion reporting information.

· Collect congestion reports over Ro interface.  These reports will be in aggregate format using Diameter protocol (e.g. at cell, user or bearer level). 
· Consolidate and perform analysis of report information.

· Report event information to PCRF when event triggers indicate reporting needed to PCRF.

6.x.1.2 Assumptions

Some of architecture assumptions:

· Congestion reporting across users and flows must be done at the eNodeB per 32.214 and 32.314 in order to yield information on the overall impact of congestion on the eNodeB, users, and flows.

· Reporting capabilities already defined in OCS using the Ro interface can be reused per TS 32.299.  Only modifications to add congestion parameters in envelopes are needed in the Ro message format.

· Addition of Ro interface support to MME and S-GW is achievable as these nodes already support Diameter protocols and the information needed for the messages is readily available. In Diamater terms, the Ro Diameter application must be added to the MME.

6.x.1.3 Principles of the solution: 
· Leverage existing frameworks and procedures

· Minimize additional signalling when reporting congestion indication and information

· Provide only the information required to accomplish the task.  In conducting congestion management research it was found that proper comparison of usage data, e.g. bytes, packets and flows, for all IP traffic and congestion indicated traffic provides a rudimentary traffic profile that improves the PCRF policy decision.
· Additional congestion information to be provided and allow operators to not only mitigate but remediate congestion.

· Support Home and Visited Network congestion reporting in roaming cases.
· Network entity congestion level report is provided. 

· User Session congestion should be correlated with network entity (e.g. eNB) congestion that is already performed by the P-GW for CDR generation.

6.X.2
High-level operation and procedures
6.X.2.1 Procedure to Report RAN User Plane congestion information to CN
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Figure 6.x.2.1-1 RAN UPCON reporting procedure

1. eNodeB collects information regarding eNodeB overall congestion health and congestion information at various levels – user, bearer, and flow.  When event reporting levels are reached, the eNodeB sends the appropriate (event driven content quantity) information to the MME over S1-MME.
2. MME encapsulates the information into an Ro-based envelope message using the ECGI of the eNodeB as the userID.  This message is sent to the OCS where the Congestion Management System resides.
3. Information is collected, consolidated and evaluated against existing event and session based triggers in the OCS/CMS.

4. When triggers are met, Sy messages are sent to the appropriate PCRFs for further PCC action.

6.X.3
Impacts on existing entities and interfaces

eNB
· Addition of information collection on congestion.

· Use of rule set for determining when congestion triggering should occur, level of information reported, and frequency of reporting (rule set and triggering is FFS.)

· Aggregation of reporting information for reporting to MME

PCRF

· Enhanced with congestion mitigation rules  

Online charging system (OCS) and Congestion Management System
· Extend the existing Ro reporting structure to contain congestion reporting information.

· Online Charging System (OCS) SHALL use CMS to perform congestion analysis and inform the PCRF based on congestion event and session rules to determine mitigation rules and action.
· Congestion Management System – as part of the OCS – SHALL perform congestion consolidation and analysis on reports received from network nodes over the Ro interface.  The functionality of collecting, consolidation, and evaluation of information is based on existing capabilities defined for OCS.
· AVPs in the Ro reporting envelopes need to be enhanced to include congestion reporting information.
***Ends of the change***
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