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Abstract of the contribution: This contribution considers possible means of enabling uplink traffic prioritization during RAN user plane congestion.

Introduction
During the SA2-96 meeting, uplink (UL) traffic prioritization was discussed in [S2-131399] and was decided to be included as a key issue in [TR 23.705]. The two aspects of uplink traffic prioritization which were considered are per-flow and per-user prioritization. Per-flow prioritization was defined as the method to identify, differentiate and prioritize traffic from different applications in order to provide these applications with the desired QoS during RAN user plane congestion. Per-user prioritization on the other hand, is defined as prioritizing different users, for e.g. based on their subscriber type (Gold, Silver, Bronze etc.). It was proposed to consider solutions which address both of these criteria.
It is further proposed in key issue #5 to use compatible mechanisms for both UL and downlink (DL) data traffic prioritization, especially when both the links are congested so that the same flow receives the same priority in uplink and downlink. 
Current UL Traffic Handling Mechanism in E-UTRAN
In E-UTRAN, the eNodeB (eNB) provides UL scheduling grants to UEs. Resource allocation depends on the buffer status reports (BSR) for each logical channel group (LCG) sent by the UE. Currently there is no mechanism available to prioritize traffic per-flow on the default bearer, since as concluded in [S2-131399], eNB is a-priori unaware of the content present especially in the UE buffer for default radio bearer/logical channel group. Prioritization of UL traffic on the default bearer is thus one of the issues to be addressed by the UPCON study.

Specifically, uplink transmission is performed as following [TS 36.321]:

· Radio bearers (RB) with same/similar priority are grouped into Logical Channel Groups (LCG).
· The UE performs internal traffic prioritization based on LCG priorities and the available UL resources. This enables differentiation between different bearers (e.g. QCI=1 vs. QCI=9 bearers) in the UE.

· The UEs send Scheduling Requests (SR) and Buffer Status Reports (BSR) to the eNB. BSRs are sent along with LCG IDs so that RAN is aware of the amount of data in buffers belonging to an LCG. The number of different LCGs is limited to 4 (see figures 1 and 2).
· The eNB assigns UL resources per UE by scheduling UL grants, taking into account SR and BSR information. For example, the eNB can schedule resources more timely to UEs which indicate a high amount of QCI=1 traffic with the BSR.
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Fig. 1 Short BSR format [TS 36.321].
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Fig. 2 Long BSR format [TS 36.321].
From the mechanisms currently available, we can conclude the following.
Observation 1: With currently standardized mechanisms only per-bearer prioritization is possible for UL traffic.
Observation 2: Due to the buffer reporting mechanism, prioritization of traffic within the same radio bearer or logical channel group is currently not possible. 
Observation 3: Prioritization between UEs having similar buffer occupancy levels on the same radio bearer/logical channel groups but have different types of traffic (different applications, subscription types, etc.) is not yet possible with currently defined mechanisms.
Discussion
Our analysis showed that differentiation of uplink traffic either on the same bearer (e.g. default bearer), or on different bearers with the same prioritiy (such as QCI=9 bearers), is currently not possible.

Based on the currently defined mechanisms, the following enhancements are possible: 
· RAN-controlled prioritization: Extension of the per-bearer prioritization mechanism in uplink such that the eNB can schedule UL grants and differentiate between traffic on bearers of the same LCG based on the UE buffer level. This would enable inter-UE, per-flow, and per-user prioritization in the eNB.
· Intra-UE prioritization: UEs autonomously prioritize the traffic within its buffers. RAN is not aware of the different amount of traffic for different traffic flows on bearers with same priorities. This would enable per-flow differentiation in the UE only. Inter-UE prioritization based on the user/subscriber information is not possible.
Observation 4: RAN-controlled prioritization enables inter-UE, per-flow, and per-user prioritization in the eNB. Intra-UE prioritization enables only per-flow prioritization within the limits of assigned resources by the eNB.
Conclusion and Proposal
The following text is proposed to be captured into the TR.
Proposed text into TR 23.705

6.X
Solution X: Uplink Congestion Mitigation using Traffic Prioritization

6.X.1
General description, assumptions, and principles

This solution addresses key issue #5 on uplink traffic prioritization.

The main principles of the solution are as following:

· During RAN user plane congestion, enable prioritization of UL traffic between flows, users, and UEs to increase and/or maintain service quality of different applications, services according to operator-controlled criteria such as subscription type.

· UL resources are granted by the eNB to the UEs, taking into account the type and amount of traffic at the UEs.

· UE and eNB can differentiate between UL traffic on bearers with the same LCG/QCI, similar as proposed in solution 6.2 for downlink traffic.
6.X.2
High-level operation and procedures
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Figure 6.x.2-1: High-level view of uplink congestion mitigation using traffic prioritization.

High-level operation and procedures, outlined in Figure 6.x.2-1, are as follows:

1. Upon RAN user plane congestion and based on operator policies, UE is configured by RAN to start prioritizing traffic on the default bearer.

2. The UE informs the eNB about the amount of buffered UL traffic with priority level “high” in the BSR.

3. The eNB prioritizes traffic between UEs and bearers of the same LCG/QCI, taking into account the priority level and amount of traffic at the UEs.

Editor’s Note: The details of this mechanism needs to be confirmed and evaluated by RAN working groups.
Editor’s note: How the UE knows about the priority of flows is FFS.
6.X.3
Impact on existing entities and interfaces
Impact is FFS.
6.X.4
Solution evaluation

FFS.
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