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**************************  Start of Change  **************************
8.3.x
Comparison of SaMOG Phase 2 Solutions
8.3.X.1
One vs. two solutions UE

	single-solution approach
	two-solution approach

	Meeting all SaMOG phase-2 requirements and cover all features supported in the two phases of two-solution approach.

Simplifying IOT, provisioning and network deployment to deploy SaMOG.
	Described as short term simplified approach of which the actual merit is still under debates:
a) If the ultimate goal in Rel-12 is to support multiple connection for practical deployment, with the additional complexity added to the IOT, UE provisioning and network configurations to differentiate the two terminal types, what exactly would be the benefits and the trade-off to have a single connection support – i.e. short term vs. long term pain?
b) For operator who considers to deploy single connection in the short term, the single solution approach can also satisfy such short term deployment scenario.
Duplication and redundant parameters for solutions for single connection and multiple connections over two different protocols.

Lack of significant improvement from Rel-11 on single connection.


8.3.X.2
Control plane (PDN connection management)

	solution
feature
/impact
	WLCP/WCS
	DHCP

(Solution 2)
	DHCP

(Solution 11)
	PPPoE

	Overview
	Introduce a subset of NAS protocol defined in TS 24.008 into WLAN access scenario.
Register new Ethertype value in IEEE to support NAS running over 802.11 and Ethertype II link.

No new extension parameter is needed.
	Use DHCP procedure as the trigger of establishment or disconnection of PDN connectivity.

No new extension parameter is needed for DHCP in this solution. The DHCP will run over the VLAN or VMAC link. In this way, both UE and network side can identify which PDN connection the DHCP refers to.
	Use existing DHCPv4 and stateless DHCPv6 as control protocol.

Extension vendor specific DHCP options for PDN connection management are needed.
	Use PPPoE signalling as control protocol.

Extension parameters for PDN connection management are needed.

	Terminal
	Two possible options for NAS supporting PDN connectivity management in case of WLAN access.

· Transplant sub-set of NAS protocol into WLAN Modem related module and necessary interworking with other procedure in WLAN Module (e.g. EAP) shall be considered.

· Add new interface between Cellular Modem and WLAN Modem to allow reuse of the NAS functionality and cover the PDN connectivity management on both Cellular Modem and WLAN Modem.

Support new protocol running over 802.11 link, i.e. is able to handle the new Ethertype in WM.
	EAP shall be enhanced to convey the mapping list of PDN connectivity and the VMAC/VLAN.
	Simple user space update to enhance the existing DHCPv4 or DHCPv6 in WLAN access to support the PDN mobility management..
	Introduce PPPoE with necessary parameter extension into WM which has been standardised to support running over 802.11 link.

	Network
	Support a brand new protocol running over 802.11 and Ethernet II.
	EAP shall be enhanced to convey the mapping list of PDN connectivity and the VMAC/VLAN.
	Vendor specific DHCP option shall be enhanced to existing DHCPv4 and stateless DHCPv6.
	Support enhancement of PPPoE

	Impact on other SDO
	IEEE
	None
	None (if using vendor specific option).
	None


The comparison between the four protocol proposals shows the following:

All four protocols are able to provide multiple PDN mobility to and from WLAN. All protocols may be further extended to support extra mobility features if needed.The cost of the implementations varies widely from simple (DHCP based Solution 11) to complex (WLCP). 


WLCP and PPPoE are based on already well-known protocols. However there are few caveats that one needs to take into account:

· Extensions are still needed for PPPoE in order to allow parameter exchange for PDN management.

· WLCP, as stated by authors uses NAS state machine defined in 24.008 as a starting point. NAS is a well known protocol that is widely deployed on the cellular networks. However, this is not the case on the TWAG element. An implementation based on 24.008 has to take into account the complexity of a development based on a 600+ pages specification both on the WLAN UE as well as on the TWAG.

Typically NAS implementation resides on the Cellular Modem. It is not a common deployment to have NAS being implemented either on the WLAN UE Application Processor or over the WiFi Modem. Supporting WLCP requires such an implementation to be available on either one of these components, which has a major development impact. 


Re-using the NAS located on the Cellular Modem, may reduce the development cost. However, such a development must take into account at least the costs associated with interfacing it with the current ANDSF in-device framework, EAP-AKA framework and the overall routing component of the Application Processor. On top of this, one must  take into account the extra power consumption costs of having the cellular modem handling tasks associated with the WLAN device.  

The per UE and per PDN state information required by NAS SM adds to the overall scalability problem that a tunnel based solution has on the TWAG interface facing the WLAN UE.

· In contrast, the DHCP based approach has a minimum impact both in terms of the complexity of the development both on the WLAN UE and the TWAG, as well as the scalability of the solution on the TWAG. The DHCP solution does not require any tunnelling mechanism on the TWAG interface facing the WLAN UE, while the “state” information for PDN management may be handled on the TWAG interface facing the P-GW in the context of managing the S2a per PDN interface. Note that the “state” information that is added in the context of the proposed DHCP based solution if totally complementary to the DHCP functionality and it can be easily separated through the DHCP IE Options processing. The complexity of the DHCP based solution on the WLAN terminal and Operating System is minimal and it requires user space update of the current DHCP client and options processing. There is no impact on either the current structure and implementation of the WLAN modem or on the Application Processor Operating System. 
· The approach of using Stateless DHCP is only for parameter exchange. Any state associated with the PDN is not in the DHCP libararie/functions, it is rather in the TWAG. It is completely an incorrect argument to say that "State is being added to a stateless DHCP" 
· There are many open source DHCP implementation that are widely available. Code bases such as Busybox which is the basis for many platform implementations is few 100 lines of code. The implementation cost for extending that library to carry the additional parameters in comparison to the other approaches is insignificant.
· TWAG is to most part an extension to WLAN BNG, where DHCP infrastructure already exists. The same infrastructure exists on all the UE implementations as well.  Leveraging that infrastructure as supposed to introducing a complex new protocol interface which requires massive amount development resources is a logical choice.
· WLCP requires the support of the extra header over the Layer 2, while DHCP based approach does not have any other Layer 2 requirement besides what has already been stated on the basic SaMOG Phase 2 assumptions;

· WLCP requires all the intermediate networking nodes to be made aware of the new EtherType that needs to be defined; a DHCP based solution has no impact on the intermediate nodes;

8.3.X.3
User plane

	solution
feature
/impact
	GRE (L2)
	VLAN
	VMAC
	PPPoE

	Overview
	GRE key is proposed to identify the PDN connectivity. However, it is a based on layer-2 GRE mode, i.e. the GRE is the upper layer of Ethernet or 802.11 other than IP layer.
	VLAN ID is proposed to identify the point-to-point link.
	TWAG virtual MAC address in the uplink and in downlink direction is proposed to distinguish individual PDN connectivity. These unicast MAC addresses are per-UE basis.
	PPPoE session ID is used to identify the point-to-point link.

	Terminal
	A brand new frame encapsulation handling shall be supported since GRE is expected running over 802.11.
	VLAN handling shall be supported in UE which is not used in such way comprehensively.
	None
	None.

	Terminal: 
OS impact
	Kernel related changes to support the encapsulation of the new GRE header over 802.11 as well as  packet fragmentation handling.
	WiFi driver level support for VLAN handling 
	None. It uses simple IP forwarding.
	None

	Network
	A brand new frame encapsulation handling shall be supported since GRE is expected running over 802.11 and Ethernet II.
TWAG must support up to (Number of Users * Number of PDNs) GRE tunnels on the interface facing the WLAN access
	None
	Multiple virtual MAC shall be supported. The total number of such addresses is expected to be in a double digit range and it is not dependent on the number of users that may be supported on the TWAG. On the UL, the TWAG uses both the source MAC address of the Ethernet frame and the destination MAC address to identify the associated S2a tunnel on which the packet needs to be forwarded.
	None.

	Impact on other SDO
	IEEE
	None
	None
	None



There are two basic solution categories with and without tunnelling support. The VLAN and VMAC based approaches belong in the category that does not require any tunnelling support while the L2 GRE and PPPoE require tunnel support. Both categories of solutions can be further extended to support other type of mobility, like flow based mobility.

In terms of complexity, all the solutions that require tunnel based support must handle packet fragmentation and the extra complexity introduced by the new tunnel. Based on the latest packet size distribution statistics showed by CAIDA (http://www.caida.org/data/passive/trace_stats/ ) two impacts that are not negligible can be seen:

· There is a large percentage of small size packets that need to be handled. On this type of packets the extra header is going to bring a quantifiable over the air impact.

· There is a large percentage of maximum size packets that need to be handled. Each of this packets may require fragmentation to be handled on the device. 

The Layer 2 GRE tunnelling is not supported on any WLAN UE operating system. Adopting this approach requires kernel level modifications and changes to the forwarding path of the WLAN UE.

The VLAN Id is not generally supported on the current WLAN UEs. Implementing the VLAN ID solution, carrying the VLAN ID over the WiFi Header has impacts both on the UE as well as WLAN Access Point.

In contrast the Virtual MAC approach does not have any impact on the WLAN UE OS other than the basic requirements of SaMOG Phase 2. It uses only basic IP forwarding techniques and it does not involve any extra tunnelling and header.

The impact of tunnelling based solution on the TWAG can be quantified if one considers the TWAG interface facing the WLAN UEs.All tunnelling based approaches have a large impact on this interface. It must support and manage a number of tunnels that is in the order of the product between the number of users that are to be supported on the TWAG and maximum number of PDNs. On the opposite, a VMAC based approach does not experience any of these limitations. 

In summary our user plane analysis indicates a clear candidate solution: the VMAC based solution. This solution does not require any UE or AP changes. It also does not have te scalability issues on the TWAG that the alternative tunnel based solutions have.

**************************  End of Change  **************************
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