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Abstract of the contribution: This contribution gives a brief overview of different video technologies and suggestions on how to handle video streams in the RAN. It shows how an eNodeB can optimize resource utilization on the air link and improve scheduling for video stream if it is application aware. It concludes by suggesting that the application or service type be signalled from the CN to the RAN. 
1. Introduction
At various occasions during the development of TR 23.705, Cygnus Broadband and other companies (China Mobile, Intel) have suggested that the application type (in the form of the SCI) be signalled from the CN to the RAN. It might not be clear to everyone what the benefits of sending the SCI to the RAN are. So, in this contribution, we will give an overview of different video technologies and how scheduling may affect the user’s experience. Because video services use a very large and increasing portion of available bandwidth, we expect that scheduler developers will focus more and more on optimizing schedulers for video services. For this to happen, schedulers would have to become aware of the services being delivered over the flows transmitted to the end users. 
2. Video Transport Technologies
RTSP streaming was developed in the late 90’s. It was designed for efficiency and low-latency. As HTTP protocol increased in popularity for data delivery, HTTP-based video transport technologies gained more attention and have been adopted in many internet video applications particularly those that can tolerate relatively long latency. 
In the following sections, these video transport technologies are briefly reviewed.

2.1 RTSP Streaming 

RTSP streaming has been adopted in a number of areas, including mobile video streaming (3GPP PSS) and IP video surveillance (ONVIF and PSIA). It is also supported in many streaming servers. One major advantage of RTSP streaming is that it is based on open standards. RTSP streaming uses a suite of IETF protocols to control (RTSP), describe (SDP) a presentation session, and transport media data (RTP/RTCP).

2.2 HTTP Progressive Download

The most common and simplest approach to transport video over the internet is to download a video file using HTTP. For example, a link to the video file may be embedded directly in a HTML file. When a user clicks the link, the video file will be downloaded just like a file of any other type. If the video file is constructed properly, many players are able to play the video while the video data is still being downloaded. This is referred to as HTTP progressive download. It gives a user the impression that the video is being “streamed.” 

HTTP Progressive Download is used today in popular applications such as YouTube. Many techniques have been developed in order to throttle the downloading rate. For most videos, YouTube also offers a collection of bit streams with different trade-offs between quality and data rate to allow the user manually select a stream matching the hardware capability and network speed of the client device. 
2.3 HTTP Streaming 

HTTP streaming is another HTTP-based video transport technology. 

The HTTP server stores multiple video streams of different bit rates for the same video clip, and each video stream is broken into small independently decodable fragments. Video fragments of different video streams are aligned in playback time. The information about these video fragments is summarized in a manifest file (or a playlist file as it is called in Apple HTTP Live Streaming). 

A client starts playing a video by first retrieving the manifest file. It can then play the video in a very flexible way by fetching the video fragment files on-demand based on the progress of client buffering and current bandwidth available. The entire process is client driven, instead of server-driven as in RTSP streaming. It is also straightforward to use HTTP streaming in providing multi-screen video services. The server just needs to store additional bit streams encoded at different spatial resolutions. The client may choose the video of the resolution that is most suitable for the device.

There are currently many proprietary HTTP streaming technologies, such as Apple HTTP Live Streaming, Microsoft Smooth Streaming, and Adobe Dynamic Streaming. The basic concepts are similar, but they differ in the format of the manifest and container files. These differences make them incompatible with each other.

Realizing the market potential of HTTP streaming, MPEG/3GPP standards groups specified DASH (Dynamic Adaptive Streaming over HTTP) as an open standard to solve the issue of incompatible, proprietary HTTP streaming technologies. 
DASH uses an XML-based manifest file called an MPD (Media Presentation Description) file. While 3GPP DASH adopts a segment format based solely on the ISO based media file format, MPEG DASH supports an additional segment format based on MPEG-2 transport stream format in some profiles, such as full profile, MPEG-2 TS simple profile and MPEG-2 TS main profile.

3. Steps in Efficient Handling of Video Traffic 

The first step is detecting the application type. Once the application type is known, further steps for delivering video traffic in the presence of other applications may be taken. Detection of the application type may be performed in the Core Network (e.g., by the TDF) and/or the RAN. Detection in the CN has the advantage that it alleviates the processing load in the eNBs. Alternatively, as processing power becomes cheaper and algorithms geared toward efficient delivery of video are developed, it may happen that some eNB products may be capable of not only detecting the application type but also parsing the manifest files, session descriptions and other information that enable more efficient scheduling. Because of the extra processing required in the eNodeBs to detect the application type, and because application type is detected anyhow in the CN, we believe that the signalling of the “Service Class Indicator” (SCI) from the CN to the RAN must be a solution option addressed in TR 23.705. Note that the SCI is orthogonal to the FPI.

The next step is to evaluate the congestion level. The congestion level affects different applications differently at different times. For example, in the case of progressive download, a short congestion burst or a temporary increase in the video bit rate may result in a video freeze if not properly handled, whereas for the case of a background file download, a short delay in a file download may be barely noticeable to the user. An efficient scheduler may be capable of estimating the probability of an underflow of the video client’s playback buffer. When this probability is high, the congestion is more severe than when this probability is low. In HTTP streaming, the client can switch among different representations of different bit rates to adapt to the channel bandwidth available. This makes HTTP streaming less susceptible to buffer underflow issues. However, buffer underflow may still occur considering the large fluctuation of wireless channel capacity. The overall session quality of HTTP streaming needs to be evaluated from both spatial quality (i.e., image resolution), which varies due to switching of representations, and the temporal quality (i.e., frozen image, skipped frames), which is affected by buffer underflows. Note that to prevent the client from switching to higher bit rates, and thereby cause or accentuate congestion, the scheduler may have to withhold packets in its scheduling queues. This behaviour is different for file downloads, where the scheduler may send all corresponding packets in its queue when air link conditions are favourable.
The final step is to control the congestion in such a way the users experience is least impacted. This may be implemented by adjusting the priorities in the RAN scheduler in relation to the application aware congestion evaluation described in previous paragraphs. An efficient application aware scheduler may temporarily increase the allocations for a video progressive download, while decreasing the allocations for other (non-video) application flows. At a later point in time, when the video application requires smaller allocations (e.g., as a result of a decrease of the bit rate or an increase of the channel quality), allocations for other application flows may be increased.

An operator may set priorities on the different traffic flows based on the user’s subscription class, the type of application and the type of content, which, if signalled to the RAN, imposes scheduling constraints in addition to those imposed by QCI, MBR and GBR. These priorities must not be confused with the implementation dependent priorities that an eNB may use as part of the scheduling algorithm. An eNB implementation may take the flow priorities imposed by the network operator as input to the scheduler. Exactly how these priorities are taken into account into the scheduling algorithm depends on implementation. The desired effect of that these priorities shall have on the scheduling must be specified in an implementation independent manner to ensure a minimum consistency between networks. 

4. Specification Impacts

The previous section provided an example on how the RAN could handle traffic in en efficient manner that does not negatively impact the user experience. The scheduler algorithms, however, are not subject to standardization. What is important, however, is that the signalling between the RAN and the CN that is specified as part of the UPCON take into account the differences in scheduling algorithm and strategies. The scheduling algorithms are an important factor used in product differentiation, and the specification must not be built on the assumptions that all schedulers operate in the same way. 

While the FPI alone is not sufficient to allow for application aware scheduling, it is useful in indicating how the RAN shall prioritize packets in the presence of congestion. During congestion, when the RAN scheduler cannot serve all flows without impacting the experience of some users, the FPI will indicate to the RAN which flows it shall continue to serve without impacting user experience (i.e., the flows with the higher priorities).
5. Conclusion

Application awareness in the RAN allows for efficient scheduling that minimizes the impacts on user experience. Application awareness allows for better evaluation of the congestion situation in the RAN and for more efficient scheduling of packets. Application type may be detected in the CN and signalled to the RAN.
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