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Abstract of the contribution: This contribution proposes a solution for RAN user plane congestion awareness by introducing a new logical function RPPF which interacts with MME/SGSN for collecting the RAN congestion information and further reporting/notifying to PCRF to provide congestion awareness.
Introduction

1. Key issues description
Two fundamental key issues described in TR 23.705 for solution RAN user plane congestion are as follows:
Key issue-1: RAN congestion mitigation. The mitigation measures include traffic prioritization, traffic reduction or traffic limitation based on user’s subscription, type of application, type of content, congestion status.
Key issue-2: RAN congestion awareness. This includes where in the network is awareness of RAN congestion? Which level of granularity for congestion awareness is required? What information on the congestion is required to enforce mitigation measures?
2. Problem statement
The key issue #2 in 23.705 states: 

In order to address RAN user plane congestion, the following system capabilities are required according to TS 22.101 [3]:

-     allow the network “to adjust the QoS of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile”;

-     allow the network “to reduce the user plane traffic load (e.g. by compressing images or by adaptation for streaming applications)” based on RAN congestion status and according to operator policies; and

-     allow the network “to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE”.
To support these system capabilities, some network elements outside the RAN may need to become aware of the congestion status. 
This means the possibility to make the PCRF aware of the RAN congestion status in order to be able to e.g.

-     to adjust the QoS policies of existing connections/flows and apply relevant policies to new connections/flows depending on the RAN user plane congestion status and the subscriber's profile

-     to notify the applications allowing the applications to reduce the user plane traffic load (e.g. by compressing images or by adaptation for streaming applications)” based on RAN congestion status and according to operator policies;

This paper presents a solution based on a new network function, RAN Payload Perceive Function (RPPF), that notifies the PCRF with RAN congestion status, allowing then the PCRF to further adjust policies sent to PCEF/TDF and/or to notify applications.
3. RPPF based Solution for RAN User Plane Congestion awareness 
To support congestion awareness, a new network function, RAN Payload Perceive Function (RPPF), is introduced to determine RAN congestion status, to determine the list of UE that are involved and to notify the PCRF (and/or any entity that would subscribe to the information) with RAN congestion status information., 
The RPPF collects the load information, such as traffic volume at the radio node level and/or cell levels, from each RAN. The RPPF is configured with traffic thresholds and reporting intervals based on operator’s traffic engineering policies. When the RAN traffic reaches or exceeds its respective threshold, it is perceived as congestion occurred. The RPPF notifies the PCRF with the congestion status. The PCRF makes congestion policy and actions based on the congestion status for a given radio node and/or cell, user’s subscription, type of application, etc. to mitigate the congestion on cell. For example, the PCRF imposes the bandwidth limitation policy to the lower priority IP flows and may or may not admit high priority UE’s traffic to the congested cell. Once the RAN congestion has been successfully mitigated over an engineered grace period and below a pre-configured traffic engineered threshold, the RPPF may notify the PCRF with RAN congestion abatement status and the PCRF may e.g. restore the policy prior to the congestion to the related IP flows.
The RPPF receives the system throughput performance in 3GPP RAN once the congestion-start threshold is reached which also includes set of UEs associated with the congested radio node and/or cell. The RPPF would then report the congestion status to the PCRF which will then determine the appropriate policy. This data-gathering method provided by RPPF to determine the congestion level due to full use of cell capacity or heavy load in the radio node as described in TR 22.805.
Figures 1, 2 and 3 illustrate the EPS architecture to accommodate the RPPF function entity for non-roaming case, home routed roaming case and local breakout roaming case, respectively.
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Figure 1: EPS architecture accommodating RPPF (non-roaming)
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Figure 2: EPS architecture accommodating RPPF (home routed roaming)
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Figure 3: EPS architecture accommodating RPPF (local breakout roaming)

New Reference Points:

N3: The reference point between SGSN and RPPF;

N4: The reference point between MME and RPPF;

Np: The reference point between RPPF and (V-)PCRF.

The functionality of RPPF:

· Collecting RAN user plane congestion information unsolicitly or solicitly via MME/SGSN;
· Processing and assembling RAN user plane congestion information;

· Identifying the affected PCRFs for the group of UEs attached to the congested cell for their respective IP-sessions;

· Communicating with PCRF for RAN user plane congestion information reporting.

Procedure for reporting RAN user plane congestion information to CN:
1) RAN detects the user plane congestion and reports the RAN user plane congestion information to MME/SGSN;
2) MME/SGSN forwards the received RAN user plane congestion information to RPPF by adding IMSI and APN information for the impacted UEs;
3) RPPF stores the received RAN user plane congestion information and discovers the assigned PCRF for each specific UE and IP-CAN Session according to clause 7.6 of TS 23.203;
4) RPPF reports the congestion status to the corresponding PCRF for policy modification;
5) PCRF revises users’ policies according to the congestion status and provides updated PCC and/or ADC Rules to the PCEF and/or TDF for the purpose of mitigation.
NOTE 1: Each radio node is paired with one and only one RPPF to report its congestion information
NOTE 2: RPPF will then pass on the assembled congestion report to all PCRFs that serve a given UE (e.g. via some form of multicast function) in the congested BTS/NB/eNB. As a result, all PCRFs would have the exactly same copy of the congested status of the radio node/cell.  Note that, RPPF could aggregate the congestion reports before send them to the target PCRFs.
NOTE 3: For a given UE’s traffic, any of the UE’s serving PCRF would be able to determine the appropriate congestion policy and action towards the target PCEF/TDF.
Operator may configure the normal volume capacity of each radio node/cell in RPPF. RAN collects radio node/cell load information and reports it to the RPPF in a timely manner or by the request of the RPPF. The load information may contain the corresponding cell id(s), the total traffic volume, the congestion level and the congestion reason for direction/interface.
For example, there could be two operator controlled engineering thresholds pre-configured for congestion reporting at the RAN towards its serving RPPF. 
· Congestion-start threshold – the indication of the imminent congestion is appearing in the RAN.  Once the RAN reaches the Congestion-start threshold, it will report the congestion information unsolicitly to RPPF periodically based on an engineered interval that was pre-configured by the operator. 
· Congestion-stop threshold – the indication of the congestion abatement in the RAN.  Once the RAN reaches the Congestion-stop threshold, the RAN notifies the RPPF the abatement of the congestion in the RAN and will stop reporting the congestion information to RPPF.   

Note that, it is required to have sufficient engineering gap for the Congestion-stop threshold below the Congestion-start threshold in order to prevent ping-ponging effect between the triggering of the Congestion-start and Congestion-stop. 

The benefit of the off-path approach is that, in a highly congested situation, unpredictable amount of signaling or user traffic may occupy the total capacity of the existing interfaces. The dedicated functional entity RPPF controls the volume of UEs’ load or location information from the RAN, routes the congestion status to appropriate PCRF(s). The dedicated interface Np has no dependency on the user plane’s condition and does not overload the existing control plane.

Once the RPPF detects the congestion on cell/backhaul is successfully mitigated over an engineered grace period, it may inform the PCRF to restore the policy for the related IP flows prior to the congestion. As a result, new service could be admitted by the PCRF for the recovered cell.
It is important to point out that, the congestion awareness as described by this proposal to enable PCRF to be aware of the given radio node’s/cell’s congestion level, could be used to complement additional congestion mitigation approach (e.g. FPI approach as described in clause 6.2) that may be performed as per command received from the PCRF only when the corresponding RAN is congested).
Proposal 
It is proposed to adopt the solution in the TR 23.705.
*** 1st change ***
6
Solutions

Editor’s Note: This clause is intended to document architecture solutions. Each solution should clearly describe which of the key issues it covers and how. 
6.X
Solution -X: RPPF based RAN user plane congestion awareness
6.X.1

General description, assumptions, and principles

This solution addresses the key issue of “RAN user plane congestion awareness”.
This solution is to report RAN user plane congestion information over control plane by traversing RAN, MME/SGSN, RPPF and PCRF. The PCRF may then report over Rx UE congestion information to applications that have subscribed to this information
A new centralized function entity, RAN Payload Perceive Function (RPPF), is proposed to collect RAN user plane congestion information and further report to PCRF for the purpose of congestion mitigation. The RPPF can be standalone or collocated with an existing function entity such as SGSN or MME.

Three new reference points (N3, N4 and Np) are introduced in order to enable the use of RPPF.

6.X.2

High-level operation and procedures
Figure 6.X.2-1, 6.X.2-2 and 6.X.2-3 show the EPS architecture for non-roaming case, home-routed roaming case and local breakout roaming case respectively.
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Figure 6.X.2-1: EPS Architecture for Non-roaming Case
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Figure 6.X.2-2: EPS Architecture for Home Routed Roaming Case

NOTE-1: Whether there is Np reference point for the home routed roaming case is up to the agreement between VPLMN and HPLMN.
NOTE-2: In the case when the privacy if the concern for the VPLMN, although it is not shown in the above figure, a dedicated V-PCRF to interface with one or more H-PCRF at the HPLMN to provide the topology hiding and hence the interworking considerations will be similar to the roaming with local breakout scenario as shown below. 
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Figure 6.X.2-3: EPS Architecture for Local Breakout Roaming Case

NOTE-3: For the local breakout roaming case, Np reference point is between RPPF and V-PCRF.
NOTE-4: While the RPPF is illustrated as standalone component in the above figures, it could be collocated with the SGSN or MME. 

NOTE-5: RPPF architecture for legacy UTRAN/GERAN is FFS. 
New Reference Points:

N3: The reference point between SGSN and RPPF;

N4: The reference point between MME and RPPF;

Np: The reference point between RPPF and (V-)PCRF.

The functionality of RPPF:

· Collecting RAN user plane congestion information via MME/SGSN unsolicitly or solicitly;
· Storing and analysing RAN user plane congestion information;

· Identifying the affected PCRFs for the group of UEs attached to the congested cell for their respective IP-CAN Sessions;

· Communicating with PCRF for RAN user plane congestion information reporting.

Relationship between RPPF and its corresponding radio node/cell with respect to the PCRF: 

· Each RAN node (e.g. eNB, RNS, BSS) is paired with one and only one RPPF which is responsible for collecting the congestion information.

· RPPF passes on the assembled congestion information to all PCRFs that serve a given UE (e.g. via some form of multicast function) in the congested radio node/cell. As a result, all PCRFs would have the exactly same copy of the congested status of the radio node/cell for a given UE.  Note that, RPPF may aggregate the congestion reports before sending them to the target PCRFs.

· For a specific UE’s IP-CAN Session, the PCRF determines the appropriate congestion policy and action towards the target PCEF/TDF

6.X.2.1 Procedure for RAN to Report RAN User Plane Congestion Information to CN
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Figure 6.X.2-4: 
Procedure for RAN to Report RAN User Plane Congestion Information to CN
1a. Once radio node/cell user plane congestion or abatement is reached to a pre-configured engineered thresholds, RAN reports the RUCI (RAN User plane Congestion Information) to the corresponding MME/SGSN with the indication of the affected area (Cell, possibly TAI). 

1b. MME/SGSN responds with a RUCI Reporting ACK to RAN.

NOTE 1: RANAP/S1AP protocol need to be extended to report RUCI.
NOTE 2: There should be two categories operator controlled engineering thresholds pre-configured for congestion reporting at the RAN towards the Core. 

a. Congestion-start threshold – the indication of the congestion is appearing in the RAN.  Once the radio node/cell reaches the Congestion-start threshold, it will report the congestion information. 

b. Congestion-stop threshold – the indication of the congestion abatement in the RAN.  Once the radio node/cell reaches the Congestion-stop threshold, the RAN notifies the RPPF the abatement of the congestion in the RAN.   

Note that, it is required to have sufficient engineering gap for the Congestion-stop threshold below the Congestion-start threshold in order to prevent ping-ponging effect between the triggering of the Congestion-start and Congestion-stop.
2a. MME/SGSN determines the list of impacted UEs and adds this list of UE IDs into RUCI-RPPF that is sent to the corresponding RPPF. The RPPF processes the RUCI.

2b. RPPF responds with a RUCI-RPPF, and may ACK to MME/SGSN. 
NOTE 3: N3/N4/Np session is per radio node/cell.  Starting of the N3/N4/Np session is triggered by Congestion-start.  Termination of N3/N4/Np session is triggered by Congestion-stop after the PCRF is updated with the congestion abatement for the given radio node/cell.  
3. RPPF processes and assembles the RUCI-RPPF congestion report, and identifies the PCRFs that need to be notified based  on the list of UEs in the RUCI according to clause 7.6 of TS 23.203.

4a. RPPF reports the assembled RUCI-PCRF congestion status to the affected PCRFs that serving the UEs which are attaching to the reporting cell.
NOTE 4: Diameter protocol can be used to report RUCI between RPPF and PCRF.
NOTE 5: V_PCRF is contacted in the local breakout roaming case and possible for the home-routed case. 
NOTE 6: RUCI (RAN User Plane Congestion Information) includes following information elements:

(1) Congestion location information (e.g. Cell ID);

(2) Congestion level (e.g. 0: abatement, 1: light, 2: medium, 3: heavy);

(3) Congested interface and direction (e.g. radio uplink, radio downlink, S1-U/Iu/Gb uplink, S1-U/Iu/Gb downlink, RAN node itself);

(4) User identity (e.g. IMSI for N3/N4/Np interfaces, eNB UE S1AP ID and MME UE S1AP ID for S1-MME interface);
(5) PDN connection ID (e.g. APN) for N3/N4 interfaces.
NOTE 7: The mapping between Np to Gx/Rx within PCRF for a given UE is FFS.  
6.X.3

Mobility handling for congestion awareness notification/update

Editor’s note: Considerations for the various handover procedures are FFS. 

6.X.4

Impacts on existing entities and interfaces

The impact on RAN node:

· RAN node should have the ability to detect RAN user plane congestion on radio interface, S1-U/Iu/Gb interfaces and the processing capability of itself and report the congestion/abatement status according to the operator controlled pre-configured threshold.

NOTE: RAN2 WG should determine on how to detect RAN user plane congestion.

· RAN node should be enhanced to be able to report RUCI to MME/SGSN.

The impact on MME/SGSN:

· MME/SGSN should be enhanced to collect RUCI from RAN node;

· MME/SGSN should be enhanced to report RUCI to RPPF.

The impact on PCRF:
· The PCRF should be enhanced to collect RUCI from RPPF;

· The PCRF should be enhanced to determine congestion policy based on RUCI, subscriber profile, type of application, type of content, etc.
6.X.4
Solution evaluation
Editor’s note: It is FFS.
***Ends of the change***
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3. Identifies the affected PCRFs
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