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Abstract of the contribution: We highlight two fundamentally different types of congestion feedback approaches that are not interoperable: load-based and QoS-based. Our analysis concludes that QoS-based congestion feedback has a number of advantages over load-based congestion feedback.
Introduction
Solution 1 (CN-based solutions for RAN user plane congestion) in TR 23.705 requires RAN user plane congestion information transfer from the RAN to the Core Network. However, from the definition of RAN user plane congestion it is not clear how the RAN user plane congestion status is to be determined. Among other things, the definition of RAN user plane congestion in section 3.1 of TR 23.705 states the following.
(1) RAN user plane congestion […] may or may not result in degraded end-user experience.
(2) A high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

From these statements in the definition, the following conclusions can be drawn:
a) Because RAN user plane congestion might not result in degraded end-user experience, there might not be a need for any core network action in case of RAN user plane congestion. Without core network action, there would not be any need for congestion feedback to the core network.

b) Because high utilization of RAN resources may be a normal mode of operation, it is not sufficient to base the congestion feedback on the RAN load.
c) RAN user plane congestion is also dependent on operator configuration. Hence, there must be a framework for operators to set this type of configuration in the RAN.
Apparently, there is a conceptual gap between the definition of RAN user plane congestion and the usage of RAN user plane congestion information in Solution 1 for feedback to the CN to take mitigation actions. The contribution addresses this conceptual gap by comparing two different types of congestion feedback approaches and their applicability to Solution 1. These congestion feedback approaches are:
· load-based congestion feedback;
· QoS-based congestion feedback.
We discuss them in more detail below, followed by a comparison of the two options. We also elaborate on why the difference between load-based and QoS-based congestion feedback affects the standard as well.
Load-based congestion feedback

Load-based congestion feedback is based on the measurement of the RAN load, i.e., resource utilization, and providing congestion feedback when the average load over a period of time exceeds a pre-defined threshold level. Load-based congestion feedback is illustrated in Figure 1 below. Possible examples for load-based congestion feedback can be:
· whether air interface radio resource utilization exceeds 90% over a given averaging period;
· whether the total sum of buffer lengths for all users averaged over a given period exceeds a pre-defined threshold.
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Figure 1: Load-based congestion feedback considers all packets to be equal
Note that load-based congestion feedback considers all packets to be equal when it comes to congestion reporting. Even though two different packets may be part of traffic flows that represent highly different values to the user and the operator, they have equal role when it comes to congestion feedback reporting. Load-based congestion feedback ignores the quality of experience observed by the user for a given traffic flow, and ignores the quality of service requirements that the operator sets. 
A main characteristic of load-based congestion feedback is that it can differentiate between the cases when RAN is fully loaded and when it is not, but it can not reliably differentiate in the congestion status once RAN is fully loaded. To differentiate multiple levels of congestion even when the RAN is fully loaded, it has been suggested to base the feedback on such indicator as e.g., the buffer length. However, buffer length is too highly variable and would not give a stable feedback even after averaging. Also, buffer length is dependent on other factors independent of RAN congestion, such as the aggressiveness of TCP implementations, ratio of TCP and UDP traffic, or the existence vs. non-existence of congestion control for UDP applications. Additionally, buffer length is dependent on AQM (active queue management) schemes that are highly implementation specific, hence the same buffer status may correspond to very different QoS levels for different implementations. Note also that it is desirable in the implementations to reduce the buffer length as much as possible to achieve lower delay even under congestion, making it more difficult to base congestion feedback on the actual buffer length. 
Figure 2 shows the functional split between RAN and CN with load-based congestion feedback. We highlight the main functional steps, without considering which logical node these entities map to. In the CN, the load information is not directly useable to base CN action on, because very different QoS levels can all lead to similar load levels. Hence the CN has to first re-model the RAN QoS based on the load-based congestion feedback and other information available on the CN about the actual QoS status in the RAN. This re-modelling tries to approximate the RAN congestion status, but it can never be fully accurate as the RAN fluctuations are very quick and unpredictable due to changes in the radio channel quality and varying traffic mix. The load in itself carries only very limited information about the QoS status, much of the rich QoS status information available in the RAN is not conveyed via the simple load-based feedback. The result of the RAN QoS re-modelling is some measure of the QoS aware congestion level, or QoS level in short, which can then be a basis for some potential CN action in accordance with operator QoS policy. 

Note that there is no direct relationship in the RAN between the realized RAN QoS and the congestion feedback based on load measurements. The lack of harmonization between the congestion feedback and the RAN QoS is the reason for having to re-model RAN QoS in the core network.
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Figure 2: RAN-CN functional split for load-based congestion feedback.
QoS-based congestion feedback
QoS-based congestion feedback is based on to what extent QoS targets of traffic flows can be fulfilled during congestion. A main characteristic of QoS-based congestion feedback is that it can also differentiate in the congestion status while RAN is fully loaded. QoS-based congestion feedback is illustrated in Figure 3 below. 

To enable QoS-based congestion feedback, traffic flows are differentiated into traffic classes, using either today’s bearers/QCI based differentiation, or potentially also by additional packet marking, or a combination of the two approaches. For each traffic class, RAN is configured with QoS targets that serve as thresholds for the congestion reporting. The RAN can then determine whether or not the QoS targets can be fulfilled. The RAN can also determine whether a low QoS is due to congestion in the RAN, or because the given traffic flow does not have more traffic, or because the terminal is out of sufficient radio coverage. Congestion is reported only if the QoS targets can not be met due to RAN congestion. This type of differentiation is possible since the RAN is the bottleneck point performing the resource allocation, so it can determine whether or not more resources could have been given to increase the level of QoS. 

The detailed definition of QoS targets and the exact mechanisms for checking QoS target fulfilment can be implementation specific. However, the fact of using QoS targets on a per QCI per packet marking basis should be a standards requirements. Even though there may be some differences in the vendor implementations, it is expected that all vendors will implement the most basic types of QoS targets, such as QoS targets based on bitrate. Note it is not needed in the RAN to define application specific QoS targets. Even complex applications such as DASH video can utilize simple QoS targets based on for example target bitrates. Whether or not a target QoS using e.g., bitrates can be fulfilled can be a basis both for RAN based QoS handling and for QoS-based congestion feedback to the CN.
It is possible to use multiple congestion levels as a basis for QoS-based congestion feedback. As an example,  “low” and “high” congestion levels can be defined with separate QoS targets. Based on whether or not these QoS targets can be fulfilled, it is possible to report not only a binary value of congestion/no congestion, but also the specific level of congestion. The following scheme can be applied:

· “no congestion” = flows can receive better QoS than the target for “low congestion level”; 
· “low congestion” = flows can receive better QoS than the target for “high congestion level” but receive QoS that is worse than or equal to the target for “low congestion level”; 
· “high congestion” =  flows receive QoS that is worse than or equal to the target for “high congestion level”.
Contribution S2-131616 on “operator control of RAN congestion handling” further discusses a realization of RAN congestion level handling, addresses the aspects of configuring congestion level specific QoS targets, as well as using flexible traffic classification to which the congestion level specific QoS targets can be applied. 
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Figure 3: QoS based congestion feedback is based on whether 
congestion level specific QoS requirements of traffic flows can be fulfilled.
QoS-based congestion feedback can consider the actual QoS requirements of the different traffic flows in making the congestion feedback. In this way, it can also incorporate the relative importance of the different traffic flows from the operator’s perspective. 

Figure 4 shows the functional split between RAN and CN with QoS-based congestion feedback. Note that QoS-based congestion feedback makes a direct relationship between RAN QoS and the congestion feedback. As the QoS level is already reported by RAN using QoS-based congestion feedback, there is no need for a re-modeling of the RAN QoS in the CN, and the QoS level is immediately available for CN action, as configured by the operator policy. In this way, the QoS-based congestion feedback not only simplifies the core network by avoiding an unnecessary re-modeling of the RAN status, but also makes the QoS level reporting much more accurate, since the core network re-modeling of RAN status can never be as accurate as the RAN’s explicit determination of the QoS level that it experiences. 
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Figure 4: RAN-CN functional split for QoS based congestion feedback
QoS-based congestion feedback provides an answer to the conceptual gap between the RAN user plane congestion definition and its use for Solution 1, as it addresses the issues listed in the introduction section above.
a) It gives a way to determine whether or not the end-user experience has been degraded using the QoS target set by the operator, such that the congestion feedback can be sent only when needed.

b) It can differentiate between the cases when a high-level of utilization of RAN resources is a normal mode of operation and when it is not.

c) It provides a unified framework for operators to provide the necessary RAN configuration.

Comparison of load- and QoS-based congestion feedback

	
	Load-based congestion feedback
	QoS-based congestion feedback

	Can differentiate congestion status while RAN is fully loaded
	Not efficiently – congestion status would be highly implementation dependent.
	Yes

	Clarity 
	Unclear interpretation. The same congestion feedback is reported no matter whether the high load comes from a few happy file sharing users only, or many unhappy premium users.
	Clear interpretation. The congestion feedback is based on whether or not a well-defined QoS target is met.

	CN processing complexity
	Complex processing in the CN. The core network has to perform significant processing to determine possible actions by re-modelling the congestion level experienced in the RAN to determine the QoS based congestion level.  
	No additional processing in the CN. There is no need to re-model the RAN congestion status. Solution enables the use of pre-configured mitigation policy: once the QoS-based congestion feedback is received, the mitigation policy can be applied without further CN processing. 

	Accuracy
	Inaccurate QoS level. A CN based approximation of the RAN congestion status can never be fully accurate, as the load-based congestion feedback carries delayed and filtered information. 
	Accurate QoS level. Solution provides an accurate metric of the QoS level coming directly from the RAN.


	Signalling load
	Heavy signalling. The load status in the RAN can change very frequently: even a small number of users can cause high load for a period of time, after which the load can again drop. Longer averaging periods can reduce signalling, but that makes the solution less efficient, since the congestion feedback would be further delayed and filtered. Also, oscillation problems are intensified with more delay in the feedback.
	Low signalling. Changes in the QoS-based congestion level are expected to be infrequent, and a fully loaded RAN does not necessarily lead to congestion feedback to the operator. By limiting the congestion feedback to the cases when the operator defined QoS targets fail to be fulfilled, the signalling is expected to drop by orders of magnitude. Note that the signalling can be further reduced by limiting it to only report “high congestion” and not report “low congestion” in cases when the operator wants to take action only for high congestion level.

	RAN utilization
	RAN under-utilization. A system which acts on a load based indication to mitigate the load is likely to oscillate around the threshold where RAN reports congestion. Upon RAN congestion indication, the CN takes action to reduce the traffic, leading to lowered RAN load, eventually leading to a status change and congestion feedback ends. That triggers the CN to stop or lessen the traffic reduction, which goes on until RAN eventually reports congestion once again and the process starts all over. Since the load threshold is somewhere at e.g., 90%, it leads to an e.g., 10% loss or capacity due to underutilization. 
	Full RAN utilization. With QoS-based congestion feedback the RAN resources can be 100% utilized because it can differentiate based on the QoS target fulfilment even at full load. Therefore, a CN mitigation together with QoS-based congestion feedback can oscillate around a given QoS-based congestion level while the RAN can remain fully utilized. 



	Consistency of RAN QoS and congestion feedback
	Congestion feedback inconsistent with RAN QoS. RAN QoS mechanisms are being used for fast QoS control, taking into account the momentarily changing radio channel conditions and the current traffic mix. However, the RAN QoS requirements are not harmonized with the congestion feedback.
	Congestion feedback consistent with RAN QoS. By basing the congestion feedback on the QoS targets in the RAN, a system-wide consistent handling can be achieved for RAN actions as well as any potential CN actions using the congestion feedback.


Load-based or QoS-based: a standards question

There is an agreed principle (P1) that the way RAN detects congestion is implementation specific. Indeed, there is a lot of implementation flexibility both for load-based and QoS-based congestion feedback and the detailed realization is outside of 3GPP scope. 
However, the question whether the congestion feedback is load-based or QoS-based is a standards question, because this affects the congestion feedback signalling of Solution 1. While the detailed criteria for generating congestion feedback should be left to vendors, the meaning of the congestion feedback must be understood and well-defined for Solution 1 to make sense. It is necessary to agree on whether to use load- or QoS-based congestion feedback.

As discussed above, the RAN-CN functional split with load-based and QoS-based congestion feedback are different. Load-based congestion feedback requires a RAN load measurement function, as well as a load to RAN QoS re-modelling function in the CN to determine the QoS level. These functional steps are not needed for QoS-based congestion feedback. Hence both the RAN and CN implementations must know in advance whether the congestion feedback is load- or QoS-based. Due to the different functional distribution it is not possible to mix load-based and QoS-based congestion feedback in the same network. 
If the question of whether load- or QoS-based congestion feedback is left to implementation, it can lead to serious interoperability problems for Solution 1 as follows.
· CN expects load-based congestion feedback but RAN provides QoS-based congestion feedback. In this case the RAN will not supply congestion feedback at full RAN utilization, hence the CN will not perform as expected. The CN will execute mitigation actions at a much higher congestion level than it was planned for, and the proper congestion mitigation will not be executed.

· CN expects QoS-based congestion feedback but RAN provides load-based congestion feedback. In this case the CN executes mitigation actions that were intended for much higher congestion levels than what is being reported by RAN. As a result, the mitigation actions in the CN are significantly stronger than what would be needed. This leads to a significant part of RAN resources to be unused under congestion. Even worse, the over-reaction in the CN can cause a severe oscillating behaviour where the system fluctuates between full load and low under-utilization, and the stability of the whole mobile system would be in danger.
Summary

It is proposed that congestion feedback of Solution 1 should be QoS-based. The QoS-based congestion feedback is realized using QoS targets that are configured into the RAN. The RAN can then determine when the QoS targets cannot be met due to RAN congestion, and if so, it reports QoS-based congestion feedback. Compared to the load-based congestion feedback approach, this gives the following advantages.
· Solves the ambiguities in the definition of RAN user plane congestion by clarifying when user experience is degraded and when high utilization of RAN resources is not normal.

· Provides a framework for operators to set their congestion level specific QoS targets to base the congestion feedback on.

· Multiple levels of congestion can be reported without interoperability issues.

· Interpretation of the congestion feedback becomes clear.

· CN processing is simplified.
· QoS level information is accurate.

· Signalling is significantly reduced.

· RAN can be kept fully utilized.

· Consistent QoS can be achieved for both CN action on congestion feedback and RAN QoS mechanisms.
QoS-based congestion feedback should be a specified part of Solution 1 in order to ensure consistent interpretation of congestion feedback signalling and avoid severe interoperability issues.

Proposal

It is proposed to capture the discussion in Solution 1 as shown below.
-----------------------START CHANGE----------------------------------------------

6.1
Solution 1: CN-based solutions for RAN user plane congestion
6.1.1
General architectural requirements 
The following is the list of architectural requirements to address RAN user plane congestion by CN-based solutions:

1. 
The network shall support RAN user plane congestion information transfer from the RAN to the Core Network. 

2. 
The solutions shall specify the RAN user plane congestion information sent to the Core Network.

3. 
The Core Network shall be able to use the RAN user plane congestion information in order to select and apply congestion mitigation measures for addressing the RAN user plane congestion. 

NOTE: 
Usage of RAN user plane congestion information will be described as part of the CN-based solution’s description, e.g., optimization over all flows/users in a cell.
4. 
The solutions shall address UE mobility aspects. 

5. 
The solutions shall address roaming UEs. 
6. 
The solutions should avoid additional overload in the network (e.g. signalling overload).

7. 
The solutions should document interaction aspects between RAN, CN and transport layer/application layer congestion mitigation measures, if applicable. Performance aspects (e.g., measurement averaging time) may be provided.

8. 
The solutions should document whether the mitigation measures are applicable for uplink and/or downlink traffic.
6.1.2
General description, assumptions and principles

This solution addresses key issues #1 and #2 on congestion mitigation and congestion awareness. If not indicated otherwise, the term “congestion” refers to “RAN user plane congestion”. The solution is based on the following principles:

Congestion Detection:

P1) The RAN informs relevant CN function(s) about the RAN user plane congestion.

NOTE:
The RAN implementation for predicting or detectings RAN user plane congestion is outside the scope of 3GPP.
Editor’s note: The semantics of the congestion notification of RAN user plane congestion is for FFS. Examples on how congestion could be detected are: 

(1) Based on whether or not full RAN utilization is achieved; it is FFS if and how different levels of congestion can be derived. 

(2) Based on pre-defined bitrate thresholds per bearer or per traffic class,  i.e., the realized bitrate falls below a threshold level due to congestion. A low bitrate due to low incoming traffic or bad radio channel quality do not lead to congestion notification. By setting multiple bitrate thresholds, multiple congestion levels can be identified.   It is FFS whether per cell or per bearer granularity is used for congestion feedback.
P2) Congestion is indicated to the CN in order to enable CN function(s) to mitigate congestion (e.g. by enforcing mitigation measures that reduce/limit/block some traffic transmit to/from impacted users).
P3) The CN is made aware of which users are contributing to or are affected by the RAN user plane congestion.

P4) Congestion (abatement) should be indicated in a lightweight but timely way. 

Congestion Mitigation:

P5) The user plane congestion management solution supports one or more of the required congestion mitigation schemes (i.e. traffic prioritization, limiting, gating and reduction on application and service-level) to allow flexible operator deployment based on their operational requirements. 
P6) Decisions to apply congestion mitigation measures on user traffic may take into account operator policies and subscriber information. 

P7) Congestion mitigation measures based on traffic prioritization, limiting and reduction are enforced in the CN. They may also be applied at the service level, based on operator policies. Congestion mitigation based on traffic prioritization may also be applied in the RAN in order to take into account real-time radio channel information. Congestion mitigation should not negatively impact the service experience of users who are not in a congested RAN area.

6.1.3
High-level operation and procedures
A high level view of operation and procedures of the proposed solution is shown in Figure 6.1.3-1.
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Figure 6.1.3-1: User-plane Congestion Management – High-level View
NOTE 1: The numbers do not necessarily imply a temporal order. 

NOTE 2: Step 5a and 5b are optional for solutions that are based on a CN only approach.

1. Congestion prediction/detection based on actual resource shortage or predictive algorithms in the RAN (P1).

2. Congestion indication to the CN (P2, P3, P4).

3. Selection of mitigation measures (e.g. policy rule provisioning) (P5, P6).

4. CN-based congestion mitigation (e.g. traffic limitation, gating, compression) (P5, P7).
5. Measures for RAN-based congestion mitigation (P5, P7).
a. 
Optional Service/QoS information to enable traffic differentiation in the RAN based on existing QoS measures.
Editor`s note: It is FFS how RAN user plane congestion awareness can also be exploited to optimize the performance of potentially agreed RAN-based congestion mitigation solutions. For example, the congestion information could be used to enable packet classification required to mark downlink packets, in order to minimize the performance impacts on the GGSN/PGW or the TDF. 
b. Optional RAN-based congestion mitigation (e.g. traffic prioritization, scheduling).

-----------------------END CHANGE----------------------------------------------
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