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It is proposed to modify 23.843 as shown below. 

* * * First Change * * * *

10
Conclusions

10.2 
Conclusions for GTP-C Interfaces 

It has been identified as a problem that GTP-c does not support overload signalling and that GTP-c retransmissions of unacknowledged requests amplify the overload. The larger the number of users on an operator’s network, the worse the problem becomes. 

GTP-c peers need to respond to overload. Without standardized mechanisms, the GTP-c based protocol interfaces used by functional entities in the 3GPP architecture cannot obtain detailed or useful information to avoid overload or respond to congestion. 

Besides that, the current GTP-c load balancing based on semi-static DNS weights may lead to overload in one or more nodes of a SGW or PGW cluster while there is still remaining capacity on other nodes of the same cluster. 

It is therefore proposed to study in stage-3 mechanisms fulfilling the requirements set in subclause 8.2 with the aim to define means to convey in GTP-c necessary overload and load information between functional entities that use a GTP-c based protocol interface:  

· This corresponds to Solutions as described in solution sections 8.X.1 
Solution 1: Using Load Information and 8.Y.1 Solution 1: Using OverLoad Information
The exact list of interfaces to which GTP-c load / overload control mechanism applies to is left up to Stage 3’s evaluation. However, SA2 recommends the following interfaces to be investigated:

· For Load Information

1. (PGW load information) from PGW to MME/SGSN via the SGW 

2.  (SGW load information) from SGW to MME/SGSN
3. (PGW load information) from PGW to GTP-c based Non 3GPP networks nodes (e.g. TWAN / ePDG / HSGW)

Note: The impacts of last interface/bullet need to be further evaluated. 

· For Overload Information
1. (PGW overload information) from PGW to MME/SGSN via the SGW

2. (SGW overload information) from SGW to MME/SGSN

3.  (MME/SGSN overload information) from MME/SGSN to SGW/PGW 

4. (PGW overload information) from PGW to GTP-c based Non-3GPP Access Gateways (e.g. TWAN / ePDG / HSGW) 

Note: the impacts for the last interface/bullet needs to be further evaluated. 

CT4 should consider defining suitable mechanisms based on clause 8.X.1 and 8.Y.1 of the TR  to address this at the protocol layer and investigating GTP-c protocol end points behaviour and any other changes needed (e.g. to address various “Notes” specified in 8.X.1 and 8.Y.1)  in 3GPP Stage 3 specifications to support dynamic load control and overload control mechanisms on GTP-c interface for the 3GPP functional entities.

It is assumed that stage 3 will define the Load/Overload related information exchanged between GTP-c nodes with enough precision to guarantee a common multi-vendor understanding of this information allowing inter-operability between various GTP-c nodes.
3GPP will list (as e.g. in clause 8.2.4 of the TR) various potential overload mitigation actions based on the reception of the Overload related information exchanged between GTP-c nodes. However, the exact internal processing logics of a node will not be standardized. 
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