Page 4
Draft prETS 300 ???: Month YYYY


SA WG2 Meeting #S2-97
S2-131910
27 - 31 May 2013, Busan, South Korea
(revision of S2-13xxxx)

Source:
Qualcomm Incorporated

Title:
Solution to the Key Issue of Video Delivery: Dynamic Adaptive Streaming over HTTP 
Document for:
Approval

Agenda Item:
6.6

Work Item / Release:
UPCON / Rel-12

Abstract of the contribution: This contribution evaluates use of DASH in the context of UPCON for video delivery.

1 Introduction
This document provides an overview on Dynamic Adaptive Streaming over HTTP (DASH) and proposes to use this technology as the prime distribution in mobile networks. Among others, it addresses congestion control, maximum user experience, and low capital and operational expenses. 
2 High Level Concept
The broadband Internet, both fixed and mobile, as well as highly capable devices such as smartphones and tablets have changed video consumption patterns dramatically in recent years. Video is now consumed on-demand on a multiplicity of devices according to the schedule of the user.

Recent studies [1] conclude that mobile data traffic will grow by a factor of 26 between 2011 and 2016 and that by 2016 video traffic will account for at least two-thirds of the total. The popularity of video also leads to dramatic numbers on the fixed Internet: in North America real-time entertainment traffic (excluding p2p video) today contributes more than 50% of the downstream traffic at peak periods, with notably 30% from Netflix and 11% from YouTube.

On-demand based delivery of video over the Internet traditionally was based either on stateful protocols, e.g., the Real-Time Streaming Protocol (RTSP), in combination with real-time protocols such as RTP, or on progressively downloading a video clip from standard HTTP Web servers. Both technologies have advantages, but also significant disadvantages when it comes delivery efficiency, delivery infrastructure costs, user experience and applicability to live services. 

Dynamic Adaptive Streaming over HTTP (DASH) combines the strength and eliminates the weaknesses of RTP/RTSP-based streaming and progressive download. In the context of this document we only use the term "DASH" to refer to technologies also known as for example HTTP Streaming, Adaptive HTTP Streaming, HTTP Adaptive Streaming or HTTP Live Streaming. Many of the introduced principles also apply to existing proprietary technologies such as Apple HTTP Live Streaming [3], Microsoft Smooth Streaming [4] or Adobe's HTTP Dynamic Streaming (HDS). MPEG's DASH standard [6] (and it's subset defined in 3GPP TS26.247 [7]) may be considered a mature evolution from these successful proprietary technologies to address a broader set of requirements for a larger community using a well-defined standard.
Figure 1 shows the typical media distribution architecture for DASH-based video delivery. The media encoding process typically generates segments that each contains different encoded versions of one or several of the media components of the media content. Typically the different versions differentiate in bit rate. Each segment contains streams required for decoding and displaying a time interval of the content. The segments are then hosted on one or several media origin servers along with a manifest, known as Media Presentation Description (MPD). The media origin server may be a plain HTTP server conforming to RFC2616 [5] as any communication with the server is HTTP-based. The MPD information provides instructions on the location of segments as well as the timing and relation of the segments, i.e. how they form a media presentation. Based on this information in the MPD, a client requests the segments using HTTP GET or partial GET methods. The client fully controls the streaming session, i.e., it manages the on-time request and smooth playout of the sequence of segments, potentially adjusting bitrates or other attributes, e.g. to react to changes of the device state or the user preferences. As long as the MPD provides RESTful HTTP-URIs for the Segment locations, the HTTP-based delivery infrastructure may be kept unaware of the actual data that is delivered. This feature permits the reuse of existing CDNs for massively scalable Internet video distribution.
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Figure 1 Example DASH-based Media Distribution Architecture

Massively scalable media distribution requires the availability of server farms to handle the connections to all individual clients. HTTP-based Content Distribution Networks (CDNs) have successfully been used to serve Web content, offloading origin servers and reducing download latency. Such systems generally consist of a distributed set of caching Web proxies and a set of request redirectors. Given the scale, coverage, and reliability of HTTP-based CDN systems in the existing Internet infrastructures, it is appealing to use them for large-scale video streaming services. This reduces capital and operational expenses, and reduces or eliminates decisions about resource provisioning on the nodes. This principle is indicated in Figure 1 by the intermediate HTTP servers/caches/proxies. Scalability, reliability, and proximity to the user’s location and high-availability are already provided by these general-purpose caches. 
The reasons that lead to the choice of HTTP as the delivery protocol for streaming services are summarized below:

1. HTTP-based delivery provides reliability and deployment simplicity due to the fact that HTTP and the underlying TCP/IP protocols are widely implemented and deployed.
2. HTTP-based delivery is based on TCP/IP and therefore includes an inherent and well-established congestion/access/rate control.
3. HTTP-based delivery enables easy and effortless streaming services by avoiding NAT and firewall traversal issues. 

4. HTTP-based delivery provides the ability to use standard HTTP servers and standard HTTP caches (or cheap servers in general) to deliver the content, so that it can be delivered from a CDN or any other standard server farm. 

5. HTTP-based delivery provides the ability to move control of “streaming session” entirely to the client. The client opens one or more TCP connections to one or more standard HTTP servers or caches and makes requests for the appropriate rate content using HTTP.  The client algorithms must dynamically choose which content to download based on current TCP download rates.  At each point in time the client must choose to download the next segment of content that is encoded at a rate that is at most the current TCP download rate, and the consequence of the client not following this rule is drastic: the playback of the content will incur stalls/rebuffering/skip events that are unacceptable to end users.  Thus, a client must obey TCP-congestion control, as otherwise that client will soon find itself unused due to the poor quality of experience it provides to end users.
6. HTTP-based delivery provides the ability to the client to automatically choose initial content rate to match initial available bandwidth without requiring the negotiation with the streaming server.  

7. HTTP-based delivery provides a simple means to seamlessly change content rate on-the-fly by the client in reaction to changes in available bandwidth, within a given content or service, without requiring negotiation with the streaming server or any intermediate network nodes.

8. HTTP-based streaming has the potential to accelerate fixed-mobile convergence of video streaming services as HTTP-based CDNs can be used as a common delivery platform.

9. Due to the stateless nature of HTTP as well as ability to adapt the content to different devices’ capabilities, seamless transfer of a streaming session across different devices is easily supported.

MPEG has taken the lead on defining such a unified format for enabling DASH. MPEG-DASH [6] was published as a standard (ISO/IEC 23009-1) in April 2012. 3GPP defines a mobile suitable profile of DASH in 3GP-DASH in 3GPP TS26.247 [7]. 3GPP and MPEG collaborated in the definition of DASH based on the 3GPP's initial version of adaptive HTTP streaming.
Meanwhile DASH-based adaptive streaming is broadly adopted in the industry. For example Netflix, YouTube, HbbTV-based deployments and many others have adopted DASH-based delivery for the reasons mentioned above.

An ecosystem is developed that also includes codecs, DRM and other aspects into an interoperable end-to-end streaming solution. The DASH Industry Forum (http://dashif.org) was formed end of 2012 to support the introduction of DASH-based services and as of today already about 70 companies have joined the efforts.
DASH enables convergence by addressing mobile, wireless and fixed access networks, different devices such as smartphones, tables, PCs, laptops, gaming consoles and televisions, as well as different content sources such as on-demand providers, broadcasters, or user-generated content offerings. It also provides a single format to distribute live, on-demand and time-shifted content and allows distributing high-quality premium content (including DRM) and user generated content.

And it is very well suited to address radio congestion while keeping user experience high and delivery costs low.

3 Operational Issues
The two key issues in video delivery are delivery efficiency/costs and user experience. 
One of the key performance aspects for video streaming is continuous loss-free playout. Rebuffering and packet losses are considered as the most severe degradation in video delivery. DASH addresses these issues by 
· relying on a reliable transport protocol, namely HTTP/TCP, and 
· by providing multiple switchable versions of the same content at different bitrates. This enables the client to control its buffer states and adapt the downloaded bitrate to the available access bandwidth in order to maintain continuous playout.

The second main issue are delivery costs and efficiency  in a scalable and reliable manner. Using existing HTTP-CDNs enables cost-efficient delivery without the necessity to provide dedicated servers, transcoding, dedicated delivery architectures, dedicated network nodes, or dedicated quality-of-service support as discussed in detail above. Adaptation to changing network conditions such as congestions are naturally handled by TCP congestion control and the end-to-end rate adaptation, driven by the DASH client.
Figure 2 shows the operational principles of DASH-based streaming delivery. The DASH server (in general a plain HTTP server or an intermediate proxy) hosts content at different quality/bitrate levels. Due to congestion, load or other reasons, the e2e network bandwidth may be constrained. The DASH client measures the available bandwidth and adapts the selected quality/bitrate level to the available bandwidth to ensure continues play-back. Data is neither lost nor rebuffering is observed if the client adapts properly.
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Figure 2 Operational Principles of DASH-based streaming
Therefore, DASH formats are congestion-friendly and cost-efficient in the delivery while providing maximum user experience.
4 Impact on existing nodes/interfaces

DASH-based services may be deployed w/o any impact to existing nodes and interfaces. According to Figure 2, the network can modify the bitrate of the DASH session by applying regular TCP congestion control methods (delay and packet-losses) and rely on the DASH clients rate adaptation logic.
Since Rel-10, DASH-based services may be QoS-supported. It was agreed on adding in Release 10 the Min-Requested-Bandwidth-UL and Min-Requested-Bandwidth-DL AVPs as part of the media information sent by the Application Function within the Media-Component-Description AVP and allowing the derivation of Authorized Guaranteed Data Rate UL and Authorized Guaranteed Data Rate DL according to the supplied values.
TS26.247 provides an informative Annex with an example mapping of DASH/MPD parameters to apply the relevant QoS derivation.
As an evolution, DASH operation in 3GPP networks may be improved in a backward-compatible by the following simple extensions:

· the UE/DASH client may informed about the applied QoS in the network in order to optimize its decisions and rate adaptation procedures.
· the UE/DASH client may be informed about dynamic bitrate changes w/o having to solely rely on reactive measurements. It is expected that this can improve user experience.

Discussions on providing signaling and interfaces into the DASH client are currently discussed in MPEG for an amendment to DASH. MPEG has invited experts to contribute in an open workshop [8] to provide network-based support for DASH operations in order to address the most relevant use cases and requirements.
5 Evaluation  

Based on the discussions in section 2-4, DASH-based video delivery has the following benefits
(1) Effective solution for reducing traffic for apps that consume very high volume in the downlink, where congestion is most likely;

(2) Using HTTP/TCP, it works seamlessly in multiple access systems (where transmission resources are shared among users), such as cellular wireless;

(3) Lends itself easily to performance differentiation among users and content providers;

(4) Low impact on existing nodes and interfaces in the EPS (e.g., no need for transcoding);

(5) Consistent with the trends in the Internet and enables convergence between fixed and mobile services;

(6) Addresses the three relevant aspects of video delivery: deployment costs, bandwidth efficiency and user experience.

Admittedly DASH does not work to manage congestion for video services delivered over RTP/UDP, but it should be encouraged to move such services from UDP to DASH.
6 Proposal
It is proposed to establish promote DASH-based services as the prime distribution mean for multimedia services, both live and On-Demand. 

Once established, backward-compatible optimizations may consider:
· Support and possible enhancement of simple QoS as defined in Rel-10

· Provide information to the DASH client on the supported QoS and possibly on dynamic changes in QoS policies as well as dynamic information on supported bitrates.
· Provide support for performance differentiation among users and content providers relying on general HTTP/TCP based delivery.
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