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Abstract of the contribution: Provides an overview of the key issues to be considered for the various SDDTE Solutions in the TR 23.887 v090. Also provides a list of criteria that should be captured in any evaluation of solutions.
Scope
We consider Optimizations for Small Data Transmissions (Section-A) separately from Optimizations for Frequent Small Data Transmissions (Section B).

Section A: Optimizations for Small Data Transmissions (SDT)

A.1 Introduction

The various solutions for SDT are categorized in the figure provided below:
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Figure 1: Categorization of the Small Data Transmission Solutions in TR 23.887 v090

The two broad categories of solutions are “SDT via MME” or “SDT via SGW/PGW”. The section numbers which correspond to these solutions is also shown in the figure above (the title may not be exactly the same as in TR 23.887). 

For the rest of the paper we will not discuss further the third category which deals with RRC level optimizations, a topic for RAN2 to analyze. The optimizations from RAN2 group can be applied to solutions in either of the two solution groups considered below.

A.2 SDT via MME

The solutions in this group are based on sending small data via the MME in one form or the other as NAS messages. The key question to be answered here is:

Will the MME be able to handle the extra load of SDT traffic?

Given that MME serves a large number of eNBs (macro/micro/pico/femto), the additional signalling for SDT, in Docomo’s network deployment perspective will seriously overload the MME. This will lead to severe congestion issues and denial of service by having the MME not even being able to handle MM level signalling that is its primary job to handle.
Moreover, solutions in this category assume that the user-plane is used for larger data. Most MTC devices using 3GPP access will need to transmit or receive bigger data, eg for configuration, software upgrade and detailed reporting. For this aspect the IP user-plane via SGW/PGW is needed. No signalling optimization for transmission of big data on the user-plane are needed, but unless “IP connectivity on demand” type of optimization is supported by the network, state is needed to be kept in the SGW/PGW for such solution.
A.2.1 T5 versus T4 solution

The T5 solution creates an “SMS-like” solution without requiring SMS. Being a new solution, it attempts to provide new features and overcome some of the existing limitations of T4-SMS solution, eg ability to send longer message size such as message triggers. T5 solution would require two key enhancements

-
a new interface on UE for T5

-
new interfaces and infrastructure in the core network

Both of the above are very significant impacts. In an age where all applications, including M2M applications will use IP, requiring developers to support a new T5 interface for mobiles may not be very easy. Moreover, as an operator who already has SMS, evolving to T4 solution is low risk solution rather than the T5 solution for benefits which are not very easy to quantify. 

A.2.2 Key Issues for Solutions in this Category
-
Signalling load on MME

-
Solution deployment cost
-
New API requirements on the UE
-
Additional support needed for big data transfer

A.3 SDT via the SGW/PGW

This group of solutions is looking at optimizing core-network signalling for setting up the DRB and EPS bearers for transmitting small data by the UE (Further RRC Optimizations are for RAN2 to consider). 

These solutions assume that the small data traffic is sent over IP, i.e. applications running over the IP plane and using the predominant socket API. Contrast this to using SMS for sending small data traffic, which requires applications to be written using the SMS API or the T5 solution, which will require a new API to be developed and supported for the applications. This we see as a major benefit of solutions in this group.

One of the biggest challenge for this group of solution is:

How to signal to the UE’s lower layer protocol stack (RRC) that the data to be transferred is small data?

This question has not been answered satisfactorily so far in the TR. This point needs to be considered in greater detail as a key issue and a solution agreed. Most of the solutions (small data fast path and connectionless) in the TR are assuming dynamic (per idle-active transition) selection of SDT or normal mode by the UE’s application. This indication is provided explicitly or implicitly to the UE’s RRC stack. We question if applications will provide such a signal to the RRC stack since the benefits of SDT mode is almost zero to the application. Also, both the small data fast path and the connectionless approach assume a setup phase (based on subscription info for fast path solution, and explicit signalling at bearer/PDN setup for connectionless data transfer). Again, these require substantial apriori knowledge that small data will be used on a particular bearer which is questionable. 
For solutions in this group, we see benefit in trying to reduce signalling to the MME for idle-active and back active-idle for SDT, which are parts of the solution Connectionless Data Transfer and Small Data fast path. However, we need to make sure that the new solution does not impact the existing architecture principles (eg. user-plane encryption in the eNB) significantly. Also feedback from the RAN groups is required to proceed, eg. RAN3 on the requirement to store contexts for larger number of UEs.
A.3.1 Key Issues for Solutions in this Category
-
Security Architecture impacts

-
Memory/Processing requirements on the eNB

-
Requirements for setup and for dynamic signalling of SDT mode by the UE
Section B: Optimization for Frequent Small Data Transmissions
B.1 Introduction
The objective of the proposed solutions in this section:

How does the network (eNB) decide to keep a UE in connected mode for a long time, i.e increase the inactivity period for the UE?

The other optimization, i.e determining the length of active-mode DRX and longer active-mode DRX periods are part of UEPCOP and to be decided by RAN2 group.

The solution developed by RAN2 in Rel-11 is based on UE providing a specific indicator (power preference indication) to the eNB in RRC Connection Setup about its desire to conserve battery. Based on 36.300, this indicator can be used by the eNB to “…(e.g. a long value for the long DRX cycle or RRC connection release)”. 
The key question that RAN2 has left largely unanswered, and which applies to Rel-12 also is:

How does the UE figure out that it should be conserving power and hence be kept in active-mode DRX?

TS 36.300, Section 16.3 leaves this open:

-
The details regarding how the UE sets the indicator are left to UE implementation

Given that one cannot depend on the UE to always provide such an indication, the solutions in this section attempt to solve the question of how the network “learns” that the UE should be kept in connected mode for long period and hence eliminate the signalling overhead of RRC/EMM state-transitions. The key problem that proposal in the TR are trying to solve is:

How the eNB learnings can be kept beyond active-idle transition of the UE?

The solutions are in Section 5.1.2.3.1: (a) Core-network relayed, or (b) Core-network assisted. The difference between these two solutions is not significant. We do believe that storing such “learnings” in the network will be beneficial to optimize network performance. The definition of “learnings” should be decided by RAN2 and RAN3. 

Another approach in the TR provided to handle frequent small data from UEs in the TR is to try to reduce the frequent small data (eg. keep-alives) itself. This is in section 5..1.2.3.2 ” Solution: Push Proxy/Device Agent Function for reducing heartbeat/keep-alive of applications”.  This is creating a 3GPP level solution to handle to provide a “notification proxy”. There are existing third party solutions that solve this notification proxy problem, eg Apple push notification service or the Google cloud notification service. Docomo’s view is that given the commercially available OTT push notification services which are well integrated with key operating systems, there is not much chance for creating a 3GPP specific push notification proxy service.  

B.2 Frequent SDDTE Optimizations: Docomo’s views 

Enhance and decide on one of the solutions are in Section 5.1.2.3.1, either the (a) Core-network relayed, or (b) Core-network assisted. We should request RAN groups to decide what parameters would be helpful to the eNB in determining if the UE is doing frequent SDT.
Overall Proposal 
1.
The following criteria should be considered when capturing the evaluation of the solutions:

-
Signalling load on MME

-
Solution deployment cost

-
New API requirements on the UE

-
Additional support needed for big data transfer

-
Security Architecture impacts

-
Memory/Processing requirements on the eNB

-
Requirements for setup and for dynamic signalling of SDT mode by the UE

2.
Consider if the way forward proposed for frequent SDDTE is acceptable to the group.
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