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Abstract of the contribution: This paper proposes the solution for GTP-C Overload scenarios.
1. Introduction

Recently GTP-C signalling overload has been discussed in the CNO WI. At the SA2#96 it is proposed to enhance GTP-C signalling or do nothing. No conclusion can be reached. 

From our analysis (refer to [3]) the existing mechanisms (DNS, Back off timer) can be used to solve the GTP-C signalling overload. However operator would like additional mechanisms to assist them. Per that consideration we double check on what mechanism may also need.  

2. Discussion 

2.1 GTP-C node Overload control
2.1.1 Overload status implicit feedback
For the GTP-C signalling transmission, it has been defined as below (refer to TS29.274),
“For each triplet of local IP address, local UDP port and remote peer's IP address a GTP entity maintains a sending queue with signalling messages to be sent to that peer. The message at the front of the queue shall be sent with a Sequence Number, and if the message has an expected reply, it shall be held in a list until a reply is received or until the GTP entity has ceased retransmission of that message.”
From above descriptions the sender need manage one GTP-C signalling queue per path between GTP-C nodes. When sending a GTP-C signalling to the peer side, the sender buffers the GTP-C signalling until it receives the response. If the peer GTP-C node is overloaded, the queue may be full which avoid the sender to send more signalling to the peer side. This can mitigate the GTP-C signalling overload. Also some further action can be taken, e.g. adjust the signalling retransmission etc.
This mechanism is an implicit feedback from the peer side. It can be left to CT4 to decide on whether there are some further improvement is needed. 
C1: GTP-C signalling queue management is an implicit load status feedback from the peer GTP-C entity. It is left to CT4 to decide on whether some further improvement is needed. 

2.1.2 Overload status explicit feedback
2.1.2.1 Load Information Exposures
The proposal of this mechanism is that receiver gives the load status information to the sender. Per the load information the sender can throttle the GTP-C signalling in different level. 
If we consider this mechanism, the below issue also need be considered, 

1) The meaning of the load status need be defined, e.g. it should not be understood as the percentage of capacity has been used. 
2) The determined threshold and action on each GTP-C sending entity. 
From our view it is difficult to give a clear definition of the “load status” of each entity as it rely on vendor implementation. Also the threshold and related action may also have not clear criteria. As such this mechanism may fully rely on implementation. The possible gain is questionable. 
2.1.2.2 Load control policy Notifications
The proposal of this mechanism is that the receiver directly sends the overload control policy to the sender, e.g. the back-off timer with throttling policy. The throttling policy is the signalling type to be throttled. 
The GTP-C message can be divided into following different types: 

· Mobility management signalling, i.e. TAU/RAU related message. 
· Session management related signalling, e.g. the QoS management related message. 
· Connection reestablishment signalling, i.e. the service request/ Network initiated service request related message. For the network initiated service request procedure, the related DDN delay has been introduced from Rel-8. As such only the service request related message need be considered. 
Till now the back-off timer introduced in the GTP-C signalling only applies to the PGW. We can extend this mechanism to the MME and SGW. Moreover according different load status GTP-C entity can notify the peer side to throttle which type of GTP-C signalling until the back-off timer is expired. To compatible with the legacy SM Back-off timer, when the PGW set the SM back-off timer, it should also notify the MME to throttle the SM signalling. 
Regarding back-off timer mechanism one concern is on whether this back-off timer mechanism just only delays the traffic spike as if the back-off timer is expired all traffic go back again. However this concern has been considered before when we introduce the back-off timer. For example for the SM back-off timer it has been defined as below, 
“To avoid that large amounts of UEs initiate deferred requests (almost) simultaneously, the MME should select the Session Management back-off timer value so that deferred requests are not synchronized.”
Same consideration can be taken when the overloaded GTP-C entities send the back-off timer to the peer side. 
Also as the signalling to be throttled is depend on the type of signalling notified by the overloaded node, it is not on/off type of throttling. It can also achieve the smoothly signalling overload control.  

Based on the above consideration the mechanism of this proposal can be summarized as below: 

1) When the GTP-C node is overloaded, based on the its load status it notifies the peer side on which type of GTP-C message should be throttled until the back-off timer is expired. 

2) When the GTP-C node receives a GTP-C message with the back-off timer and the related signalling type to be throttled, it should not send the related GTP-C signalling to the peer side until the back-off timer is expired. If the GTP-C node is the MME, the related MM/SM congestion control mechanism may also be triggered.
Considering above two proposals, it is clear that load policy notification mechanism is easily to be understood by each entity. It is proposed to adopt this mechanism if the load status explicit feedback is required. 

C2: If the load status explicit feedback is required by the operator, it is proposed that load control policy notification mechanism is selected as baseline for further work. 
3. Proposal 

It is proposed to take above information into account when the GTP-C node overload control mechanism is considered need to be enhanced. 
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