

3GPP TSG SA WG2 Meeting #97
 TD S2-131638
Busan, Korea, 27 May – 31 May, 2013 
Source:
Samsung
Title:
How to handle roaming and RAN sharing cases for congestion notification
Document for:
Approval
Agenda Item:
6.6
Work Item / Release:
UPCON/Rel-12
Abstract of the contribution: This proposal discusses one of the FFSs for solution #2, “Support of roaming and RAN sharing scenarios is FFS.”
1. Introduction
In SA2 #96, GTP-based congestion notification solution was discussed. One of open issues for the solution is how to handle both roaming and RAN sharing scenarios. This contribution discusses this issue and proposes to decide a way forward.
2. RAN sharing scenario
There are two issues for GTP-based congestion notification, in consideration of RAN sharing scenario.

· Issue #1: How to decide whether the congestion notification is required for the CN operator or not? For example, let’s assume that the RAN is shared by two operators (namely PLMN 1 and PLMN2). When PLMN 1 wants to use congestion notification via GTP-U header whereas PLMN 2 does not want to use it or even has not implemented the feature, including congestion information in GTP-U header towards PLMN 2 is just a waste of network resource.
· Issue #2: How to provide the congestion notification according to the portion of RAN resource allocated to each PLMN? For example, when PLMN 1 is given 40% of RAN resource and PLMN 2 is given 60% of RAN resource based on the RAN sharing agreement between operators, congestion detection and notification have to be made in consideration of this share. 
Two architecture models for RAN sharing can be considered. 
· MOCN: All core network entities (e.g., S-GW, P-GW, and PCRF) are distinct among operators, and only RAN is shared among operators.
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· GWCN: Both RAN and core network entities are shared among several operators.
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In the MOCN case, Issue #1 can be solved by configuration in the RAN node, e.g., the RAN node can decide whether RCI in GTP-U header is required or not based on the selected PLMN for UEs. That is, the RAN node is able to include RCI only when the selected PLMN supports it and wants to use it based on the configuration.
In GWCN case, Issue #1 does not matter much as in MOCN case, as core network entities are shared by operators, as RAN does. 
Conclusion #1: In RAN sharing scenarios (especially the MOCN case), RAN node decides whether CN entities require RCI in GTP-U header based on the configuration per PLMN.
Meanwhile, for Issue #2, in both MOCN and GWCN cases, RAN node needs to consider the portion of resources when it decides congestion status (e.g., congestion level). For example, if portion of resources allocated to PLMN 1 is 40% and the RAN resources actually used by UEs in PLMN 1 reach to this limit, the RAN may start to notify congestion status to PLMN 1. As serving PLMN for each GTP-U tunnel between RAN and CN can be distinguishable in the network, congestion indication or level can be enough to mitigate congestion in CN entities (i.e., RCI does not need to indicate portion of RAN resource or PLMN information).
Conclusion #2: In RAN sharing scenarios, the RAN node needs to consider the amount of RAN resource allocated to each PLMN when it detects the congestion and it generates the congestion status information (e.g., congestion level).
Based on the conclusions #1 and #2,
Proposal #1: It is proposed to change the relevant Editor’s note as follows:

Editor's Note: Support of roaming scenario is FFS.
Proposal #2: It is proposed to capture conclusions #1 and #2 in TR 23.705 for solving the issue in RAN sharing scenario.

3. Roaming scenario
Roaming scenario may be more complex to handle than RAN sharing scenario. In this section, we would like to highlight the issues according to different roaming scenarios, and propose a way forward.
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When a user is in visited network, two kinds of traffic routing can be applied, 1) Home routed; or 2) Local breakout. In the home routed case, traffic should be conveyed through P-GW in home network. This means that the RAN and the P-GW are located at the different operator networks. In some use cases, a UE can have PDN connection(s) for both home routed and local breakout at the same time (e.g., IMS PDN connection for home routed and Internet PDN connection for local breakout). Due to these aspects, following issues can be raised.
· Issue #3: Is the amount of traffic from roaming users is considerable to operators? 

· Issue #4: Waste of network resource due to the unnecessary RCI in GTP-U header (For example, the case where VPLMN includes RCI in GTP-U header although HPLMN does not want to use or support it)

· Issue #5:Exposure of RAN congestion status in VPLMN to HPLMN when there is no agreement for applying congestion mitigation

· Any other issues ?

Proposal #3: It is proposed to discuss above issues for roaming scenario in SA2 #97 before discussing the candidate solutions.
Proposal #4: If required, it is proposed that the interested companies find solutions based on the answers for above issues and discuss them in SA2 #98. 
****** Begin of Change ******
6.2.1
General description, assumptions, and principles

The RAN nodes include the RAN Congestion Information (RCI) in GTP-U header of the uplink packet to convey the RAN user plane congestion information to the CN GWs such as GGSN/PGW.
Editor's Note: How to provide the congestion information when there is no activity in uplink direction while UE is in ECM-CONNECTED for some duration is FFS.

Editor's Note: Support of roaming scenario is FFS.
At minimum, the RCI comprises of:

· The level of the RAN user plane congestion. 

Editor's Note: Whether the congestion indication reflects different severity levels of the RAN congestion is FFS.

Editor’s Note: Whether distinction between uplink and downlink congestion being experienced at eNB needs to be made is FFS.
· The location of the congested RAN, such as the CELL ID, may also be included in the extension.
Editor’s Note: Whether the Cell ID and what additional information is required in RCI is FFS.
The user plane core network nodes such as the GGSN/PGW will investigate the GTP-U header and obtain the congestion information.  Therefore, the GGSN/PGW node will know which of the served users/bearers are affected by the congestion.
Editor’s Note: How to deliver the RCI within the CN with PMIP-based S5/S8 is FFS.

The congestion is detected based on the monitoring of the RAN network elements. The indications may be included in all the uplink GTP-U packets or can only be included when the RAN is congested to an extent that is configurable by the operator.

Editor’s Note: How frequently or if the RCI is included in every uplink GTP-U packet of the affected UE/bearer is FFS. 

Editor’s Note: Whether and how the CN passes RCI to other network elements (e.g. PCRF, OCS, TDF, AF) is FFS. 

In RAN sharing scenario, the RAN nodes decide whether CN entities require RCI in GTP-U header or not based on per PLMN configuration. Moreover, the RAN nodes need to consider the amount of RAN resource allocated to each PLMN when it detects the congestion and it generates the congestion status information (e.g., congestion level).
The CN performs congestion mitigation measures based on received RCI.
Editor’s Note: Depending on which other network elements receive RCI (or a subset of RCI), those nodes may perform additional mitigation actions, which are FFS
****** End of Change ******


_1429514769.vsd
RAN


MME


S-GW


P-GW


All entities are
shared by
PLMN 1 & 2



_1429519022.vsd
RAN


MME


S-GW


P-GW


P-GW


VPLMN


HPLMN


Local breakout
PDN connection


Home routed
PDN connection



_1429514643.vsd
RAN


MME


S-GW


P-GW


S-GW


P-GW


MME


PLMN 1


PLMN 2


Shared by
PLMN 1 & 2



