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4.9
Scenario 8: GTP-C Overload due to flood of Mobility and Session Management messages
The following different mobility and session management scenarios can cause GTP-C overload:

1. Frequent Idle(Connected, and Connected(Idle transitions cause due to e.g. eNB idle timer. Depending on the value of eNB idle timers (which may result in large # of e.g. SERVICE REQUESTs from UEs in a busy hour), session overload may occur in either an SGW managing TA/TAs or a set of SGWs managing TAs. 

2. Large number of users performing TAU/RAU. In a typical network deployment, the number of MMEs and SGWs is considerably large(r) than the number of PGWs. In densely populated areas say North-Eastern USA e.g. metro NewYork, metro Boston, metro Philadelphia etc, mass transit systems transfer a large number of users on a daily basis. This results in large number of simultaneous TAUs/RAUs towards MMEs/SGSNs and corresponding Modify Bearer Requests towards SGWs. This may result in large number of MBRs towards a single or very few PGWs. 
3. An overload of a downstream node (let say PGW) may also potentially cause overload of an upstream node (e.g. SGW) e.g. due to GTP-c signalling retransmissions. 

4. At the failure of an EPC node ( e.g. SGW) where the network would try to re-establish the GTP-c session via a new EPC node (SGW) that would replace the failing one. The risk is that the failure of a node (e.g. SGW) would trigger a spike in GTP-c signalling to restore within the shortest time the PDN connections affected by the failure. These attempts to restore PDN connections affected by the failure would overflow other nodes (e.g. other SGW, PGW) and transform a local failure (e.g. of an SGW) into a complete network issue via a snow ball effect. The same applies upon a failure of a PGW, MME or SGSN.

5. At overload or failure of a GTP-c node (e.g. SGW) where the network would need to establish subsequent (new) GTP-c sessions via a smaller number of GTP-c nodes (e.g. using only other SGW of the same cluster). The risk is that the overload / failure of a node (SGW) would trigger an increase of GTP-C signalling that would overflow other nodes (other SGW of the same cluster) and transform a local failure (of an SGW) into a complete network issue via a snow ball effect: when one node .
6. A GTP-c node (let’s say PGW) may encounter issues to handle traffic on a non-overloaded GTP-c interface (e.g. S5 interface) when another of its (possibly non GTP-c) interfaces (e.g. Gx) is overloaded: .
7. Application signalling that induces creation of dedicated bearers served by a MME or pool of MME: A large number of users may start application related interactions (e.g. IMS SIP call) simultaneously when some exceptional event occurs, which leads to a large amount of almost simultaneous Create/Modify Bearer Requests sent from PGW to MME. 

Editor’s Notes: Roaming impacts for GTP-based S8 are FFS.

Given the nature of GTP-C protocol in how it relies on retransmissions of unacknowledged requests, when a GTP-C Node experiences overload (or severe overload) the number of unacknowledged GTP-C messages compounds exponentially especially in case of congestion. The larger the number of users on an operator’s network, the worse the problem becomes. Therefore, mechanisms to detect, and mitigate overload on GTP Control plane shall be investigated.
Current GTP-c load balancing relies on the MME using DNS weights that are semi-static and "typically set according to the capacity of a GW node relative to other GW nodes" (see 3GPP TS 23.401) but that do not take into account the instantaneous load or capacity of the GWs. Let’s assume that all xGW have the same capacity (and are associated with the same semi-static load factors). When there is no network failure, such schema allows an even share of the PDN connections between the xGW. 

· When a xGW node has a partial failure (e.g. one of its components has failed), or during certain maintenance operations, it may still be working but not with the full capacity. In this case the DNS weights associated with this node are becoming stale / wrong information

· When an xGW has failed, all its traffic is “handed-over” to other xGW. Thus these other xGW support a higher amount of load than usual. When the failed xGW restarts / recovers, the traffic allocation, based on even DNS weights, allocates the same amount of traffic to the various xGW, even though the recovering xGW is not loaded at all while the other xGW support an higher amount of load than usual. The same applies during network extensions (e.g. when adding a new SGW to an SGW cluster).

· Once the load is un-balanced for any of the reason above, overload may be experienced in one or more nodes of a xGW cluster while there is still remaining capacity on other nodes of the same cluster, leading to GTP-C retransmissions, potential re-attempts via an alternative node, failures ...
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