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Abstract of the contribution: This contribution proposes the solution of the network-based always-online mechanism to eliminate application heartbeats

Discussion

The network will release the radio and the PDP context/PDN connection if no traffic appears for a specific time period. It includes:

1. Release Radio connection, e.g. RRC, Iu/S1,
2. Release PDP context/PDN connection on the P-GW/GGSN,
3. Release public IP address on the NAT if private IP address is allocated to UE by P-GW/GGSN
To keep always on, social network applications, such as IM, send keep-alive data (heartbeat/beacon) frequently to keep the PDP context and the NAT binding states. This leads to lot of signaling and much power consumption of the handset. 

Currently terminal-based always-on solutions for push service is generally used e.g. Apple APNS, Google GCM/C2DM. OMA is also working on the similar solution of AOI (Always Online Infrastructure). These solution establishes an always-online connection with a dedicated server and aggregates live applications’ heartbeats to a unified one. 
As an example, the figure below shows the APNS mechanism. Every application providing push service must make use of APNS API. Although it can reduce the number of application heartbeats, the UE still needs to keep alive with APNS server. In addition, this mechanism is only applicable for applications running in the background. 
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The above terminal-based always-online solution only reduces the number of heartbeats and cannot eliminate them. To eliminate the need of sending heartbeats of the application, the following solution is proposed:

1) The application status (online/offline) and the connection status (connected/disconnected) can be exchanged via the interface between the application server and the network.

2) The network keeps always-on connection by holding PDP context and the public IP address/port binding in the NAT. 
In this way, the application does not need to send heartbeats any longer.
Proposal
The following solution is proposed to be added in TR 23.887.
*************************************The Start of the Change*************************************

5.1.2.3
Solutions

5.1.2.3.X
Solution : Eliminate keep-alive package by network-based always-on solution 
5.1.2.3.X.1
General
Social network applications, such as IM type applications, generally send keep-alive data (heartbeat/beacon) frequently to keep the PDP context and the NAT binding states (when NAT exists). This leads to lot of signaling and much power consumption of the handset. 

To eliminate the need of sending heartbeats of the application, the following network-based always-on solution is proposed:

1) The application status (online/ offline) and the connection status (connected/disconnected) can be exchanged via the interface between the application server and the network.

2) The network keeps the always-on connection by holding the PDP context/PDN connection. The NAT session binding will also be kept when a NAT exists.
5.1.2.3.X.1.1
Procedure flow

The detailed procedures are summarized as blow
1. An always-on type of application starts and sends its online states and the IP address and the port of the application to the application server. The application will start to send the heartbeat packet frequently.
2. The AF (i.e., the application server) informs the PCRF about the application IP address (the same as UE’s IP address) and port via the Rx interface.
3. The PCRF sends an always-on indication to the P-GW/GGSN.
4. The P-GW/GGSN keeps the PDN connection/ PDP context as the always-on state and do not release/deactive the PDN connection/PDP context.

Editor’s Note: when the NAT exist, how the PGW/GGSN keep the NAT state binding is FFS. Some candidate solution is listed in section 5.1.2.3.X.1.2.
5. The acknowledged messge is sent from P-GW/GGSN to the PCRF, and then to AF.

6. The application server informs the client to stop sending heartbeats message. 
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Figure 5.1.1-x, Network-based Always-online Solution Procedures
5.1.2.3.X.1.2
Candidate solution for keep the NAT state binding
There are some solutions can be considered as the candidate solutions to achive NAT state binging in the step 4, here are three example: 

1) The P-GW/GGSN acts as a PCP client and maintain the NAT state through PCP message. The PCP approach is work in progress by IETF (http://www.ietf.org/id/draft-ietf-pcp-base-29.txt.) 

Due to the project prioritization results, 3GPP will not do specification of PCP in R12.

2) The PGW/GGSN sends IP packet toward the NAT using UE’s IP address/port. Such a packet can be set with small TTL so that it is enough to reach the NAT device. In thi case, the PGW shall be application awared and can send the data on be half of the application.

3) The PGW/GGSN acts as a TCP proxy and maintain the TCP heartbeat message towards the application server. In this case ,the UE is configured to establish TCP connections via the TCP proxy
5.1.2.3.X.1.3
Termination of the always-on mechanims
The AF will send the logout information to the PCRF then to the PGW/GGSN to quit the always on state:
1) The application logs out

2) There is downlink data which cannot be sent to the application due to situations such as UE unreachable or the application client’s abnormal termination.
5.1.2.3.X.1.4
Abnormal case handling
There are some abnormal case need can be handled as the following:

1) When there is downlink data can not be sent to the user (e.g., the UE enters areas without coverage or the application terminates abnormally), the network will page the UE. However, the server could not receive acknowledge message in such cases. To avoid unnecessary paging signaling, the server shall not keep sending downlink data to the application. Instead, the AF shall release the online state of the user and inform the PCRF.

2) When the UE returns from a uncovered area, the application shall register to the server in case the server already set the state as offline.
5.1.2.3.X.2
Impacts on existing nodes and functionality
P-GW/SGSN

-
Need to preserve PDN connection/PDP context based on the always-online policy

-
Maintain the NAT state for session binding when there is a NAT deployed.

PCRF

-
Support network-based always-online control described in the solution
UE and AF

-
Need to aware the network always-on solution and work as the procedures as identified. This need to be conducted in other SDO (e.g., OMA)
5.1.2.3.X.3
Solution evaluation

5.1.2.3.X.3.1
Benefits 


-
Frequent keep-alive data transmission on the UE is avoid, thus reducing UE’s power consumption

-
Radio resources can be saved since frequent heart beats are not needed any more. 

5.1.2.3.X.3.2
Drawbacks

-  The server may not be able to know the application unreachable timely if the UE moves to an area without coverage or the application client terminates abnormally. 

-
The implementation of application on the handset and on the application server is out of 3GPP scope. Therefore, the solution works under the condition that the application client/server corporate with operator and follow the solution as described in this section.
-  If the NAT is deployed and the GGSN/PGW is required to send keep alive message on behalf of the UE (alternative 2 or 3 in step 4), it costs large of GGSN processing capability.
-
The solution, if being standadized in R12, need to consider interwoking with other SDO’s (e.g., OMA) to coordinate the related interface and functionalities.
-
This solution works only together with applications that that partner with the operator and are aware of this new network based solution and can be advised to stop heart-beat messages. Status of other applications cannot be deduced from PGW information.
3GPP
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