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Abstract of the contribution: This contribution analyzes the solutions proposed so far for RAN user plane congestion and re-categorizes them from the perspective of the way information on awareness is provided. Comparisons based on this categorization are made and architectural requirements are proposed.
Discussions
1) Solution categorization
For RAN user-plane congestion awareness and mitigation, two types of control schemes are recognized: one is the “proactive” approach where the behavior is pre-configured, and the other is the “reactive” approach where the behavior is adaptive. From the perspective of how the congestion information is conveyed, another categorization can be considered: one is using existing user-plane (or control-plane) interfaces and the other is using a dedicated interface. These categorizations are orthogonal and depicted as shown in Figure 1.
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Figure 1: Solution categorization
Based on Figure 1, the following solution examples are categorized as shown in Table 1. Combinations (1) and (2) are regarded as the “on-path approach”, which uses the same path as that for the targeted traffic. Combination (3) is regarded as the “off-path approach”, which uses a separate information path to convey UPCON-related information.
Table 1: Solution categorization from the perspective of information path

	
	Control Scheme
	Information Path
	Solution Example

	(1)
	Proactive
	User plane
	FPI[1], SCI, QCI

	(2)
	Reactive
	User plane
	ECN

	(3)
	Reactive
	Dedicated interface
	RPPF/Np[2]


[1] S2-130393, “Prioritization of flows routed through the same header”
[2] S2-130209, “Discussion on possible Solution for RAN User Plane Congestion awareness and mitigation”
2) Comparisons and analysis of on-path and off-path approaches 
In this section, the pros and cons of on-path and off-path approaches are clarified and architectural requirements are derived to meet the service requirements in TS22.101. Figure 2 shows an example of providing congestion information. In the case of the off-path approach (upper part of the figure), the eNB measures and sends the usage ratio of the Physical Resource Block (PRB) to the network. In the case of the on-path approach (lower part of the figure), a switch node on the backhaul line sets the congestion marker on the uplink user plane packets as they are sent to the network.
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Figure 2: Example scenarios of on-path and off-path approaches
A) On-path approach
Pros:

I. Less impact on the existing architecture than the off-path approach.
Cons:

II. The point where congestion occurs may become ambiguous (RAN or backhaul or GWs?) as shown by “(1)” in Figure 1, where it is not conveyed who marked.
III. If the user plane is experiencing very high congestion, it may not be possible to convey congestion information due to packet loss on the user plane.
B) Off-path approach
Pros:
I. Can report detailed congestion information such as the resource usage ratio (e.g., PRB) or CPU load to the network with arbitrary timing as shown by “(2)” in Figure 1.
II. Can control information volume and transmission frequency at the end point of the interface.
III. Does not require overloading the information carried over existing user plane or control plane, which can remain intact from the perspective of performance or error handling.
Cons:
IV. There will be impact on the existing architecture.
TS22.101 specifies the overall requirements for UPCON, which include the following in the general requirements subsection: 
a)
The network shall be able to detect RAN user plane congestion onset and abatement. Mechanisms to cope with RAN user plane congestions should be resilient to rapid changes in the level of congestion.

c)
The network operator shall be able to configure or provision and enforce policy rules to best deal with RAN user plane congestion.
e)
The signalling overhead caused by RAN user plane congestion management solutions in the system shall be minimized.
Observation:

· In case A-III happens, it becomes ambiguous whether congestion has abated or just that congestion information is not being transferred to the network, which fails to meet requirement a)

· A-II makes it difficult for the network to determine which part of the network is congested and what measure should be taken, which fails to meet requirement c).
· If the congestion in the RAN becomes severe, more frequent congestion notifications may arrive at the network, which could create a signaling storm and so fail to meet requirement e). 
· In B-II, defining a dedicated function to control the volume of congestion information meets requirement e). Examples are that only when the congestion level exceeds a certain point, congestion information is transferred to the network, that congestion information is updated at intervals long enough to avoid over-reacting to congestion, and that congestion information is not sent if there is no change in the congestion level (except possibly at long intervals to avoid loss of status synchronization).
Conclusion:

Based on the above observations, it is preferable to define a dedicated interface for assured and controlled signaling for congestion awareness than to use the existing user plane or control plane on which the target traffic or other control signaling is transferred in order to meet the indicated requirements in TS 22.101.
3) Architectural framework for UPCON
TS22.101 specifies another general requirement: 

f)
The network shall be able to take into consideration the RAN user plane congestion status and the subscriber's profile when coping with traffic congestion.
Subscriber profiles are stored in the SPR. The PCRF is in charge of retrieving them via the Sp interface. In order to enforce appropriate policy rules in a timely manner when RAN user plane congestion occurs, a mechanism is needed to notify the PCRF about its onset and abatement. In this document, a dedicated function (called User Plane Congestion Notification Function or UPCNF for convenience) is defined to request and receive RAN congestion information to and from 3GPP accesses and transfer it to the PCRF as shown in Figure 3. The UPCNF has a dedicated interface with a 3GPP access (“Y” in Figure 3) to receive congestion information, and another interface with the PCRF (“X” in Figure 3) to transfer the congestion information at appropriate times. The UPCNF has the capability to control the volume and frequency of the congestion information from the 3GPP access to the PCRF.
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Figure 3: Architectural framework for RAN user plane congestion awareness and mitigation
Key issue #1 includes the UE as a potential location of congestion mitigation measures. This requires providing the UE with:

· a mitigation policy that is to be executed at the onset and abatement of congestion, and
· a trigger to activate the above mitigation policy, stimulating the UE to take appropriate action according to the mitigation policy.
A mitigation policy can be provided in advance by, e.g., ANDSF. A trigger to activate the mitigation policy can be provided over the existing interfaces (user plane/control plane at any layer including those in the RAN) or by defining a new one (“Z” in Figure 3). A general indication to all UEs in the affected area via the RAN may be too broad and thus may "over-control" the situation, which does not meet requirement f) of taking the subscriber’s profile into consideration. In that case, a dedicated interface with the target UE may be preferred. It is FFS what information should be provided to the UE as a trigger to activate the mitigation policy and whether a new interface should be defined for it.
Proposal
Based on the categorization of on-path/off-path approaches and analysis with the service requirements in TS22.101 and use cases in TS22.805, the following architectural requirements for congestion awareness are proposed. In addition, based on the Key issue #1, when the UE needs to be involved with congestion mitigation, the following architectural requirements for congestion mitigation are further proposed.
***** First Change *****
4.2 
Architectural Requirements 

Editor’s Note: This clause will define the architectural requirements based on the normative stage-1 requirements defined in TS 22.101. 

For RAN user plane congestion awareness:

· Congestion information shall be provided to the network without being affected by the congestion situation of the user plane where the target traffic is being transported.

· The volume and frequency of congestion notifications from the RAN should be able to be controlled by the receiving functional entity in the mobile core network.

For RAN user plane congestion mitigation:

· When a specific UE needs to take an action for congestion mitigation, a mitigation policy that can take congestion information into account shall be provided to the UE in advance.

· When a specific UE needs to take an action for congestion mitigation, a trigger to activate a mitigation policy installed in the UE shall be provided to the UE at an appropriate timing.
***** End of First Change *****
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