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Abstract of the contribution: This contribution discusses scope, problem space and examples of use case for UPCON from an operator’s view. Based on the discussion part, the paper also proposes architectural requirements and key issues to be included in the TR 23.705.
1. Introduction

Mobile operators are experiencing increases in user data traffic. This is driven by the tariff structure with flat rate subscriptions offered by an operator and a rapidly increasing use of smart phone and tablet like devices that serve users with various types of services and applications. In particular for the latter, video traffic is the major traffic in mobile networks. These developments lead to network congestion and most of the time degradation of services experience by the users. 
To cope with the growing demands, the network operator may add more base stations and enhance its network facilities in its core/backhaul network; however, such investments are usually expensive and not cost effective. Moreover, although the data capacity of networks has been increased significantly, the observed increase in traffic continues to outpace the growth in capacity. Hence, the operators are looking at ways of managing the growth of traffic efficiently to deliver acceptable and satisfied services to their users in the presence of constrained network resources, which result in reduction of their much needed CAPEX expenditures.

As described in key issues in TR 23.705, the User Plane CONgestion (UPCON) work item in SA2 mainly targets for traffic that are delivered over the default bearer with QCI 9. Moreover, the UPCON focuses on long-lasting user plane congestion, ranging from ten seconds to minutes or even hours. Short-lived congestion, which can be handled by the RAN itself, is out of the scope of UPCON.
In following sections, we discuss examples of long-lasting user plane congestion use case and its negative impacts that are caused by the traffic delivered over the default bearer and not by the traffic delivered over GBR bearer or dedicated bearer. Also, we briefly revisit the existing QoS framework and application of only prioritization solution approach, and explain why we think that it does not fulfil operator’s needs to solve user plane congestion at the RAN. Lastly, we propose architectural requirements and additional key issues to be included in TR 23.705.
2. Examples of long-lasting user plane congestion use case
2.1 Multi-application and Multi-UE in a single cell use case
In this use case, we consider a single eNB scenario, where each UE accesses various contents that are stored at the Application Server (AS). In case of non-congestion (percentage of total resource utilization is less than100% or short-lived congestion), all users enjoy services without any service disruptions, and thus satisfy with the services provided by the operator that they subscribe as depicted in Figure 2.1-1. 
Later on, more UEs join the cell and the existing UEs start running high-demanding applications such as video streaming and software update. In case, all resources are already allocated to the UEs, having more traffic from the newly starting applications further loads the eNB. If this situation continues and lasts for a longer period such as ten seconds or minutes, it leads to a negative impact on the service quality perceived by the users (service disruption or service degradation). For instance, users need more time to finish downloading file or software update. In case of video application, a user gets annoyed or even stops watching the video, since the video being watched by the user gets stalled several times due to a re-buffering of video content caused by packets delay or packet dropping at the eNB. Therefore, all users are dissatisfied with the services provided by the operator during long-lasting user plane congestion as depicted in Figure 2.1-2.
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Figure 2.1-1: Non-congestion case for a single cell scenario with multi-application and multi-UE
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Figure 2.1-2: Congestion case for a single cell scenario with multi-application and multi-UE

From operator’s view, the problem to solve is 
· To mitigate long-lasting user plane congestion at the RAN, and meanwhile
· To reduce as much as possible the negative impact on the service quality for the mobile data traffic delivered over the default bearer. 
It is to be noted that when applying a congestion mitigation measure, it shall take into account different types of UE and application so as to achieve appropriate traffic treatment at least from operator and user’s view. For instance, in terms of UE, operators may want to differentiate:
· Premium user vs flat-rate user, or

· Roaming user vs non-roaming user, or

· High-demanding user vs low-demanding user, or 

· Over-subscribing volume user vs under-subscribing volume user.

In terms of application, one can consider prioritizing/limiting/gating/reducing traffic of following applications during a long-lasting RAN user plane congestion:
· Real-time application: VoIP, video conferencing, 

· Interactive application: Web, on-line gaming, 

· Priority application: Disaster Message Board, Multimedia Priority Service (MPS), 

· Push service application: Advertisement, voucher,

· Software download

· Video streaming application: 

· Adaptive vs non-adaptive video streaming

· OTT vs operator-owned video streaming service
2.2 Stateful congestion mitigation for long-lasting user plane congestion
This subsection exemplifies a use case of “stateful” congestion mitigation and shows a centralized control by the Core Network  is more suitable in order to maintain the mitigation state against a long-lasting congestion.

Figure 2.2 illustrates a mitigation policy called “volume-based limiting” or “data cap” to limit the traffic of a heavy user. This mitigation policy raises the following problem under a certain circumstance.
[Policy rule]: “When RAN is congested, allow heavy user’s traffic up to 100MB”.
[Situation]: Both eNBs#1 and #2 are congested and this heavy user has downloaded 50MB in eNB#1.
[Problem]: Then, this user moves to eNB#2, but eNB#2 does not know how much more it should permit data downloading and does not know who to ask.

[image: image3]
Figure 2.2: Mitigation policy based on “data cap” against a heavy user
In such a situation that the UE roams to a different eNB during the RAN congestion, an eNB-based congestion mitigation performed in one eNB is unable to cover other eNBs’ situations; therefore, for a long-lasting congestion, a CN-based control is more suitable whereby the mitigation state is maintained in one place and eNBs can be configured to which node to ask in advance.
3. Application and UE prioritization with existing QoS mechanism

One way to solve the problems mentioned in Section 2 is to prioritize mix of traffic that are delivered over the default bearer by using existing QoS mechanism as specified in TS 23.203. The QoS mechanism allows an operator to differentiate applications and services which have different requirements on the minimum QoS level in terms of delay, data rate and packet loss. Moreover, it allows an operator to differentiate traffic taking into account UE’s subscription information. Such differentiation of service requirement is usually converted to different QoS parameters (e.g., QCI, ARP, MBR, GBR) in a bearer level. For instance, a UE with premium subscription running a video application can be assigned with a dedicated bearer of QCI 8, whereas a video application of a UE with flat-rate subscription is assigned with QCI 9 over default bearer. When the eNB is congested, the scheduler of the eNB gives a premium UE a higher priority to get more resources than a flat-rate UE. 
However, due to the fact that it is difficult to assign a proper set of QoS parameters for different types of users and applications as mentioned in Section 2 in order to achieve appropriate traffic treatment for all possible RAN congestion situations, therefore, such QoS framework has not been widely used to fulfil operator’s need in particular for resolving long-lasting user plane congestion at the RAN.
4. Flexibility for operator in mitigating RAN user plane congestion
Alternative to traffic prioritization, operators can apply other CN-based mitigation measures as described below. It shall be noted that examples of CN-based mitigation measure discussed below in this section target video traffic, since they are considered to be a major traffic in mobile networks.

· Traffic limitation: A traffic flow of a specific application is limited to a certain throughput or a maximum bit rate. Each operator may have their own policies/priorities for which order of the following examples of traffic limitation are invoked.
· Limit video data rate (e.g., MBRcongestion = 0,5 MBRno-congestion) of all existing users in order to admit new users

· Limit video data rate (e.g., MBRcongestion = 0,5 MBRno-congestion) of best effort users in order to admit new joining premium users

· Limit video data rate of OTT premium users in order to admit new non-OTT premium users

· Limit video data rate of heavy users who have exceeded the threshold only when RAN user plane congestion occurs in order to mitigate RAN congestion and to admit new joining users
· Traffic gating: A traffic flow of a specific application is blocked or delayed to be transmitted at a later point in time. These specific applications can be, for example, a high-demanding application such as video, an application that is not necessarily to be delivered to a user immediately such as advertisement/push services, or even unattended data traffic that is initiated by the UE but the user is unaware. During congestion, an operator may block all new joining video users or new joining best effort users or delay push services, so as to alleviate RAN user plane congestion. 

· Traffic reduction: A traffic flow of a specific application is compressed or transcoded either in a different format or a similar format to a lower data rate, which in turns reduces amount of resources to be allocated by the RAN. It shall be noted that a module for traffic reduction is usually not co-located at the standardized network entities, but rather at the non-standardized network entity. During long-lasting RAN user plane congestion, each operator may have their own policies/priorities for which order of the following examples of traffic reduction are invoked.
· Reduce video data rate of all existing users in order to admit new users

· Reduce video data rate of best effort users in order to admit new joining premium users

· Reduce video data rate of OTT premium users in order to admit new non-OTT premium users

· Reduce video data rate of heavy users who have exceeded the threshold only when RAN user plane congestion occurs in order to mitigate RAN congestion and to admit new joining users
5. Reasons of having CN-based congestion mitigation measures
As discussed earlier, traffic prioritization allows the CN to provide rules or hints to the RAN, so that the RAN is able to prioritize traffic autonomously when allocating resources or scheduling packets to transmit. In particular, high prioritization is useful to ensure low latency for delay-sensitive traffic or to achieve good performance for premium users. Low prioritization is useful for serving fully elastic traffic with high data volumes when the data transfer takes place in the background and the user has no quality expectations. A typical example would be background file transfers using P2P or direct download from file hosted databases. 
However, traffic prioritization is not the tool to solve all operator policies (e.g., dropping traffic of certain application) and has some drawbacks in comparison to other CN-based mitigation measures (e.g., traffic limitation, traffic gating, and traffic reduction) as described below:
· Unknown negative impact: Operators do not know what would be a negative impact when the eNB prioritizes traffic during RAN user plane congestion. For example, how much data rate of high-priority UE would get. In contrast, operators would know the impacts on the UE and its traffic, when applying a CN-based mitigation measure.
· Dependency of actual eNB’s packet scheduler: How the eNB actually prioritizes traffic strongly depends on the implementation of eNB‘s scheduler. The meaning of priority is not standardized. Priority could mean “strict priority” or “better treatment”. The actual meaning is highly implementation specific. Understanding the impact of choosing a certain priority becomes more difficult, as many different priority classes need to be supported along with many additional QoS parameters. 
In operator’s view, traffic prioritization can also be used together with the CN-based mitigation measures, for example, a combination of traffic prioritization and congestion level dependent rate limitation. In this way, an operator could control the impact of prioritization by ensuring that the rate of a prioritized UE is controlled based on the congestion level. 
Also as shown in Section 2.2, in order to support stateful mitigation schemes against a long-lasting congestion, CN-based congestion mitigation is more suitable.
Another benefit of having flexibility in operating networks by applying different CN-based mitigation measures depending on the RAN congestion situation is that an operator can monetize delivery of service based on RAN congestion situation. This is something that operators will not share outside of the network, but operator can find innovative business models that can make use of the information of RAN congestion situation.
6. Conclusions
1) Due to drawbacks mentioned in Section 5, it is recommended that CN-based mitigation measures (e.g., traffic gating/limitation/reduction in addition to prioritization) are useful so that an operator can apply stronger and more precise congestion mitigation measures in case of heavy RAN user plane congestion that last for ten seconds up to minutes or even hours. 
2) In order to allow operators to apply CN-based mitigation measures during long-lasting RAN user plane congestion, a user plane congestion notification from the RAN to the CN is necessary.
3) As discussed in Section 5, it is shown that traffic prioritization can be used together with the CN-based mitigation measures.
7. Proposals
1) Based on the discussions and conclusions aforementioned, a set of architectural requirements are proposed to allow operators to perform the CN-based mitigation measures in addition to the traffic prioritization.
***************** Start of 1st changes **********************

6.x
Solution X: CN-based solutions for RAN user plane congestion 

6.X.1
General architectural requirements 

The following is the list of architectural requirements to address RAN user plane congestion by CN-based solutions:

1. The network shall support RAN user plane congestion information transfer from the RAN to the Core Network. 

2. The solutions shall specify the RAN user plane congestion information sent to the Core Network.

3. The Core Network shall be able to use the RAN user plane congestion information in order to select and apply congestion mitigation measures for addressing the RAN user plane congestion. 
NOTE: 
Usage of RAN user plane congestion information will be described as part of the CN-based solution’s description, e.g., optimization over all flows/users in a cell.
4. The solutions shall address UE mobility aspects. 

5. The solutions shall address roaming UEs. 
6. The solutions should avoid additional overload in the network (e.g. signalling overload, node overload).

7. The solutions should document interaction aspects between RAN, CN and transport layer/application layer congestion mitigation measures, if applicable. Performance aspects (e.g., measurement averaging time) may be provided.
8. The solutions should document whether the mitigation measures are applicable for uplink and/or downlink traffic.
***************** End of 1st changes **********************
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