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Abstract of the contribution: Proposes an enhanced back-off timer solution for pro-active robust congestion and overload control for GTP-C based interfaces. Also, proposes a conclusion for GTP-C overload control.
1. Introduction
TR 23.843 section 4.9 documented some scenarios where S/P-GW may get suddenly overloaded; hence, a study is needed to determine on how to prevent S/P-GW entering overload situation.

2. Discussion

In a sensible network deployment the load of S-GW and P-GW should be equally distributed and each GW should be capable to handle the traffic load that it has been engineered for. Usually it can handle more traffic load to cope with sudden traffic spikes. 

In order to ensure that the S-GW, P-GW does not enter an overload situation, our proposal is to consider the following mechanisms: 

1. Optimized DNS based load balancing: Currently, the S-GW and P-GW selection mechanism is based on DNS Procedure as specified in TS 29.303. However, node selection mechanisms can take the actual GW load into account (see S2-131064.zip).
2. Admission control based on ARP in the P-GW: Ability to reject connection requests based on their priority.
3. Congestion control: Enhance the existing back-off feature for pro-active nodal overload control. Introduce the ability for P-GW to override / stop the timer value based on current load factor thus allow more dynamic and pro-active overload control.
These mechanisms complement each other to ensure a robust system and load balanced S-GW/P-GW(s).

There are solutions that propose P-GW/S-GW should provide overload, load information to MME. Since P-GW/S-GW load can be made available to a centralized DNS server in a dynamic fashion, it is not very beneficial to distribute load information to all the serving nodes. Furthermore DNS servers and load balancers deployed in the networks can be notified of load information. Distributing S-GW/P-GW load information to serving nodes will be duplicating the information in multiple network elements. Furthermore, this could impact node selection if the load information available in MME contradicts the weight factor provided by the DNS server / load balancer to the MME (i.e. updated at different times). Such conflicts can result in instable system. In short, this introduces complexity to GTP-C interfaces, requires additional standardization and complex implementation. 

Thus our proposal is to rather complement the existing DNS based load balancing approach with an enhanced back-off timer mechanism which allows pro-active nodal overload / congestion control.
Following has been described as the limitation with the existing back-off mechanism:
The existing APN congestion control mechanism can be seen as an On/Off mechanism when approaching congestion or during congestion of a specific APN, and that furthermore is applicable only to new Create Session Request. This mechanism may introduce oscillations in the network with spikes of traffic when the APN back-off timer expires in MME/SGSNs. 

It is clear that existing back-off mechanism does not allow nodal back-off. Our proposal is to enhance existing back-off mechanisms to overcome these limitations and allow the following functionalities:

1. APN specific back-off(existing feature)
2. Nodal back-off (or all APNs back-off).
This solution also proposes to introduce nodal back-off timer for S-GW.

Another drawback with the existing APN based back-off feature specified in rel-10 is that there is no proper way for the P-GW to indicate overload stop or reset the back-off timer when overload has been alleviated before the originally provided back-off timer expired in the MME. Also, there is no way for the P-GW to override the originally provided back-off timer value. Reason is that the timer is included only in Create session response messages which are only sent as a response to Create session request messages which are not allowed when back-off timer is running in the MME except for emergency calls or from users with AC11-15. However system cannot be designed relying on the fact, emergency calls and calls from AC11-15 will be initiated to allow overriding this timer.

In order to overcome this limitation, our proposal is to introduce a mechanism for the P-GW to override or stop originally provided back-off timer value (increase, reduce or stop) by introducing it in a GTP-C ESM messages in addition to Create Session response. This is especially important in case of nodal back-off. For instance, when the congestion is relieved in a certain P-GW, operators should be able to almost immediately serve users via the same P-GW without waiting for the back-off timer in the MME to expire. The same solution can be applied also for APN specific back-off.

This could be done in one of the following ways:

· P-GW is allowed to indicate updated back-off timer values in other GTP-C ESM response messages (e.g. modify bearer response) that are exchanged for existing PDN connections. Updated back-off timer value will override or stop the existing value.
· P-GW initiated requests are allowed to include updated back-off timer values (e.g. Create Bearer Request, Update Bearer Request).

· P-GW sends a new GTP-C message (e.g. overload stop) immediately after the overload has gone.
· P-GW is allowed to sends an updated timer value in Echo response message.
3. Proposal

Add enhanced back-off timer based congestion control as a possible solution to the TR. 
6.5
Solution for GTP-C Overload control
6.5.1
Solution 1: Enhanced back-off timer
This solution proposes to extend the use of back-off timer to allow congestion control with a granularity of a node, i.e. all APNs managed by the node. 

This solution allows the P-GW to indicate whether the back-off time in create session responses is applicable for a specific APN or the whole node. Thus the MME can distinguish between

1. APN specific back-off

2. Nodal back-off 

NOTE 1: In case of a low load level P-GW can send a low back-off time to connected MME(s), while increasing the back-off time once the P-GW internal load level increases. 

NOTE 2: P-GW can provide different back-off time to different MMEs and MMEs can provide different back-off time to UEs to avoid that deferred requests are synchronized leading to traffic spikes.
Similarly, S-GW can indicate nodal overload by including S-GW back-off timer in the create session response message to MME.
APN specific back-off and nodal back-off timers should be maintained by the MME independent of each other. MME actions for APN specific back-off timer are specified in TS 23.401, TS 29.274. Following are possible MME actions if it receives a nodal specific back-off time from P-GW:

- 
MME can stop sending signalling messages towards P-GW thus rejects all session management requests.

- 
MME does not select the corresponding P-GW for new connection requests.

Following are possible MME actions if it receives a back-off timer per S-GW:

· MME may stop sending signalling messages towards S-GW thus it may perform S-GW relocation for existing connections.

· MME shall not select the corresponding S-GW for new connection requests.
Furthermore, this solution proposes to introduce a mechanism for S-GW/P-GW to override originally provided back-off time values (increase, reduce or stop) by introducing back-off time in GTP-C ESM message(s) in addition to Create Session response. 

This could be done in one of the following ways:

· P-GW is allowed to indicate updated back-off time values in GTP-C ESM response messages (e.g. modify bearer response) that are exchanged for existing PDN connections.

· P-GW initiated requests are allowed to include updated back-off time values (e.g. Create Bearer Request, Update Bearer Request).

· P-GW sends a new GTP-C message (e.g. overload stop) immediately after the overload has gone.

· P-GW is allowed to send an updated time value in GTP-C Echo response message.
6.5.1.1
Impacts on existing nodes and functionality

P-GW:

· Ability to indicate back-off timer with different granularity to MME (specific APN or whole P-GW).

S-GW:

· Ability to indicate back-off time to MME.

MME:

· Manage back-off time per APN and back-off time per P-GW.

· Manage back-off time per S-GW

It has been identified that some measures are required to protect GTP-C peers (i.e. S-GW, P-GW) from falling into extreme overload condition. Extreme overload means that the S-GW/P-GW is operating beyond its design boundary (e.g., no longer able to process any ongoing traffic).
***************************************NEXT CHANGE******************************************
8.1.x
Conclusion for GTP-C Overload protection
Following are some existing measures that are essential to keep the GW(s) load balanced and prevent GW from being overloaded:

1. DNS load balancing can be extended to consider load information from nodes and this can be left up to deployment. This helps to minimize a highly loaded S-GW/P-GW from being selected when there is a sudden traffic spike scenario.

2. P-GW can avail “APN based congestion control” introduced in rel-10 to protect itself from getting into extreme overload. This is meant to be an APN specific back-off feature.

Following are some additional measures that can be defined in rel-12 to pro-actively protect P-GW and S-GW from entering overload situation:

3. Capability for S-GW/P-GW to indicate “nodal back-off time” based on its current load level to prevent incoming traffic from the upstream node to protect itself from extreme overload situation.

4. Capability for S-GW/P-GW to adjust (override) originally provided “back-off timer(s)” based on current load factor thus giving it the flexibility to adjust incoming traffic from upstream nodes and the capability to stop the timer when overload has been alleviated.

Above mentioned mechanisms can, in general, be applied for all GTP-C interfaces with an exception of “APN based congestion control feature” which applies only for P-GW:

1. P-GW to MME/SGSN via S-GW.

2. P-GW to non-3GPP access interfaces (e.g. TWAN, ePDG, HSGW).

3. S-GW to MME/SGSN

4. MME/SGSN to other MME(s)/SGSN(s), if needed.
***************************************END CHANGE******************************************
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