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Abstract of the contribution: A closed-loop UPCON solution with congestion feedback from RAN to CN would be performing RAN resource management outside of RAN, as opposed to a open-loop solution which performs RAN resource management inside RAN. The contribution elaborates on a number of issues or challenges which must addressed by closed-loop UPCON solutions.
Introduction

A number of companies have suggested closed-loop
 UPCON solutions where the CN performs some kind of traffic throttling based on the RAN’s explicit congestion feedback. The solutions have not yet been elaborated though. This paper suggests a number of issues or challenges that a closed-loop UPCON solution would need to address, as it aims for managing RAN resources outside of RAN. 

Lack of congestion definition to base feedback on

SA2#95 has agreed on the following text for the definition of congestion.

RAN user plane congestion: RAN user plane congestion occurs when the demand for RAN resources exceeds the available RAN capacity to deliver the user data for a period of time. RAN user plane congestion leads, for example, to packet drops or delays, and may or may not result in degraded end-user experience.

NOTE 1: 
Short-duration traffic bursts is a normal condition at any traffic load level, and is not considered to be RAN user plane congestion. Likewise, a high-level of utilization of RAN resources (based on operator configuration) is considered a normal mode of operation and might not be RAN user plane congestion.

NOTE 2: 
RAN user plane congestion includes user plane congestion that occurs over the air interface (e.g. LTE-Uu), in the radio node (e.g. eNB) and/or over the backhaul interface between RAN and CN (e.g. S1-u).

User-impacting congestion: User-impacting congestion occurs when a service that is delivered to a user over the default bearer or a dedicated bearer does not meet the user’s expected service experience due to RAN user plane congestion. The expectation for a service delivery is highly dependent on the particular service or application. The expected service experience may also differ between subscriber groups (e.g. a premium subscriber may have higher expectations than a subscriber with the cheapest subscription). RAN resource shortage where the RAN can still fulfil the user expectations for a service delivery is not considered to be user-impacting congestion; it is rather an indication for full RAN resource utilization, and as such a normal mode of operation.

NOTE 3: 
It is up to the operator to determine when a service satisfies the user’s expected service experience.

While this definition may help as a conceptual guide in the discussions, the definition is not sufficient to serve as a basis for congestion feedback from the RAN to the CN for the following reasons. 

· As stated, a high level of utilization of RAN resources (based on operator configuration) is not considered RAN user plane congestion. Hence, even if we could in some way measure whether the demand for RAN resources exceeds available RAN capacity, we would still need to determine whether this is normal mode of operation with a high level of RAN resources utilization. It is currently unclear what type of operator configuration may determine whether this is the case or not. 

· User-impacting congestion, as defined by SA2, requires service awareness, involving the identification of the particular service or application and possibly the subscriber group. This information may not be available in the RAN. Hence, user-impacting congestion is not easily measurable in the RAN, and so it is not suitable as a basis for congestion feedback from RAN to the CN.  Additionally, user-impacting congestion criteria is highly operator specific. But even if user-impacting congestion could be measured in some way, that would still not be sufficient to determine RAN user plane congestion, because RAN user plane congestion may not necessarily result in user-impacting congestion.

We therefore conclude that a new definition would be required to determine which are the cases that would trigger a congestion feedback from the RAN to the CN. Such a definition would clearly need to allow for operator based configurations. In order to ensure consistent operation in a wide range of deployment cases, it is not possible to leave this fully open to vendor implementations. 

Service level dependence

Typically, operators would differentiate a set of service levels which mark a different level of significance of a given traffic class. As a simple example consider the following three service levels. 

	Level 1
	Premium traffic (e.g. premium adaptive video)

	Level 2
	Best Effort (BE)

	Level 3
	Background


The congestion in the RAN is the result of a traffic mix that is distributed between these levels, and the action that the CN would need to take is dependent on the traffic mix that is causing the congestion. For example, consider the following cases.

· RAN user plane congestion is being caused by excessive background traffic. The CN could throttle the background traffic to allow more best effort traffic and premium traffic to pass through. 

· RAN user plane congestion is being caused by a mix of excessive background and best effort traffic. The CN could throttle best effort traffic to allow more premium traffic to pass, and throttle background traffic to allow more premium and best effort traffic to pass through. 

It is apparent that the action in the CN is dependent on the traffic mix that is causing the congestion in the RAN, and we need to consider separately on a per service level basis whether traffic exceeds a congestion threshold. It is not clear how the closed-loop UPCON approach addresses this type of dependence. 

· Alt 1: Is the congestion feedback reported on a per service level basis? That would require that the traffic is appropriately marked to belong to one of the service levels (i.e., using the existing 3GPP bearer based QoS differentiation, or some form of packet marking) so that RAN can report the congestion status separately for each service levels. If this type of marking is being done, , the RAN would be in a better position than the CN to realize the resource distribution by itself via the implementation of a preferred resource sharing based on the service markings. 

· Alt 2: Is the per service level congestion determined in the CN? It is not clear how the CN could determine such information, given the highly variable channel properties of the air interface. And if the CN can in some way still determine per service level congestion state, , it is not clear why we need a congestion feedback from the RAN in the first place, as the CN is assumed to deduce the per service level congestion status on its own.

Under-utilization needed to probe adaptive sources

The vast majority of traffic adapts to the available capacity, typically based on TCP transport, which might be complemented by application level adaptation such as adaptive bitrate video streaming. For such adaptive sources it is difficult to say what their resource demand is, because they will utilize as much resources as available as long as they still have data to send. Of course the amount of data may be limited, e.g. the file transfer may finish, or the video streaming may have an upper limit on the bitrate. 

When we experience a certain level of congestion in the RAN, it is usually very hard to determine, only based on the congestion state, whether the resources given to a set of traffic sources are sufficient because the sources have no more data to send, or whether sources would be able to utilize more resources if they were available, in other words we can’t determine if the observed situation provides actually any rise to concern and if there is anything that can be improved. To determine this, we would need to deeply analyse the traffic exchange to determine e.g. whether higher bitrate codecs could be utilized in case of video (does the source have the capability to provide contents encoded with a higher bitrate? Does the client support video with a higher resolution?), or to what extent the average data throughput would increase for file downloads. Such a detailed analysis may be difficult for all types of deployments and quickly varying traffic mixes. 

When the resource sharing is done in the RAN in an open-loop fashion, the state of the buffers indicates very accurately the resource needs of individual traffic flows: resources are needed for the flows which have buffered packets. In contrast, for a closed-loop solution which attempts to manage RAN resources outside of the RAN, buffer length information is not readily available as it is a variable that changes very quickly on a short time-scale and hence difficult to convey to the CN. 

Hence, for a closed-loop solution the reliable way to accurately determine in the CN whether or not more resources could be utilized is to actually reserve an amount of free resources that adaptive sources may consume to see whether the adaptive sources actually make use of the free capacity. When they do, additional free capacity can be reserved by throttling lower priority traffic when applicable. The reservation of free capacity for probing adaptive sources, however, has the obvious disadvantage of system under-utilization: a part of the precious RAN resources are left unused just for the sake of the closed-loop UPCON congestion control mechanism. This would reduce the quality of experience for individual users, and hence be undesirable for the operator. 

As an example, consider the table below showing three differentiated service levels, each assigned by the operator a given minimum bit rate per user that the system should try to ensure first, and the available resources above the minimum would then be distributed in proportion to the weights. A number of users share the available RAN resources such that RAN resource congestion occurs. Let us analyse whether a UPCON function in the CN can satisfy the intended resource sharing purely based on RAN congestion information, without any RAN based resource sharing policy.
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In the case of example 1, premium video gets only the minimum 500kbps, despite that this is for adaptive video applications that can make use of extra capacity. Extra resources above the minimum are shared 0:1:1 between video:best effort:background, not as intended (2:2:1). Now in this situation should we throttle best effort and background traffic to allow more for the video? Or is the video limited to 500kbps because the application does not need more (e.g., due to a user terminal which cannot consume more)? There is no easy way to find this out. We could maintain a part of the capacity as free and see whether premium video traffic would make use of the capaicty – and if so, throttle best effort and background traffic. 

In case of example 2, extra resources above the minimum are shared 2:1:1 between video:best effort:background, not as intended (2:2:1). If best effort traffic could utilize extra capacity, background and video traffic could be throttled to allow more for best effort; but this should be done only if best effort traffic can make use of the extra resources. To determine the right action, we would need to maintain a reserve of free capacity to see to what extent best effort traffic makes use of it, and if so then throttle video and background traffic.

As shown in these examples, it is hard to determine the right throttling action without knowing whether or not a given set of traffic sources would grow, given more capacity. The appropriate resource sharing decisions could be made at the bottleneck link (such as the air interface in the RAN) where the available resources could be allocated in accordance with the operator’s resource sharing targets, taking into account the momentary buffer status. However, the exact RAN resource sharing is difficult to replicate in the CN, as the RAN resources are subject to dynamic fluctuations as well as varying overhead, coupled with user mobility. The CN can apply throttling to influence the resource sharing but can lead to a partof the capacity to be left unused in order to probe for the adaptivity of the traffic sources for higher capacity that is otherwise difficult to estimate. 

Inefficiency due to delayed congestion feedback 

As it has been discussed in SA2#95, UPCON considers only medium to long term congestion, starting from a few seconds in time. Consequently, any kind of congestion measure in the RAN would have to be averaged over a sufficiently long time interval before it could be signaled to the CN in a closed-loop solution approach. This leads to a delay in the congestion feedback. As the level of congestion may change quickly in the RAN due to varying radio conditions, mobility and changes in the traffic mix, the delayed congestion feedback causes the CN to have inaccurate information about the level of congestion. Any traffic throttling action based on inaccurate congestion level may lead to system inefficiency.

Additionally, the feedback delay may be the cause of reduced performance during a transition between congested and non-congested RAN.

· As RAN feedback changes from non-congested to congested indication, the averaging causes the CN to become aware of the congestion state only after some delay. As a result, the actions implemented to mitigate congestion will also be delayed, resulting in reduced system efficiency.

· As RAN feedback changes from congested to non-congested indication, the delay causes the congestion mitigation actions (i.e., throttling) to last more than necessary, resulting in system under-utilization.

Furthermore, the averaging function introduces a filtering effect that may lead to lack of information signaling from the RAN to the CN with similar effects.

· When the RAN has reported itself to be congested towards the CN, there may be short periods of time when the RAN becomes non-congested, but that transition would not be reported to the CN due to the averaging function, as the feedback is limited to medium and long time-scales only. Consequently the congestion mitigation actions may be implemented also during short periods of times when they would not be needed, resulting in under-utilization due to unnecessary throttling.

· Conversely, when the RAN has reported itself to be non-congested towards the CN, there may be short periods of time when the RAN becomes congested, but that transition would not be reported to the CN, resulting in reduced system efficiency. 

In addition to the aspects above, a challenge for any closed-loop UPCON solution is to avoid oscillations that systems with delayed closed-loop feedback are prone to. To avoid oscillations, the changes in the throttling actions must not be done too quickly. That, however, is yet another reason why the throttling action can be delayed, which further reduces the system efficiency.
Lack of central user plane and control plane nodes

In order to perform traffic throttling in the CN, a central user plane node must be shaping the traffic flows to a given bitrate. Since the congestion feedback is specific to a cell, the traffic throttling action also needs to be applied to the set of traffic flows belonging to a given cell. The throttling action needs to be applied to all the users with a specific service level, or else unfairness results from throttling traffic of one user while not throttling traffic of another user with the same service. 

A difficulty here is that there is no central user plane node in the CN for 3G and LTE where all the traffic from a given cell is guaranteed to pass through. The GGSN or PGW nodes are subject to GW selection procedures and may depend on APN, load balancing, location or other criteria; the SGW node may also be different depending on e.g. past mobility patterns or load balancing. A specific transport deployment might guarantee some transport nodes to have all the cell traffic going through, but that is difficult to require in general, and the transport equipment anyway may not be impacted for UPCON specific custom solutions. 

Without a central user plane node, the traffic throttling must be harmonized across multiple user plane nodes, so that all users at a given cell with a specific service level will see the same throttling level. It is not clear how this will be achieved with a reasonable complexity impact. 

Additionally, there is also a lack of central control plane node in the current architecture to manage the traffic throttling. Neither the SGSN or MME nor the PCRF is guaranteed to be common for all users of a given cell, which makes the consistent management of the throttling even more challenging. 
Interoperability concerns

For closed loop UPCON we need an algorithm in the RAN to generate congestion feedback, and we need an algorithm in the CN to process and act upon the congestion feedback. In 3GPP standardization detailed algorithms (e.g. eNB scheduling algorithms) are usually out of scope of the specification, and vendors are free to implement their own version of a good algorithm. However, the case of closed-loop UPCON is special: subtle differences in implementation can get multiplied in the control loop between the RAN and the CN, and may become magnified as a result of a positive feedback. 

It is not clear whether a RAN congestion feedback algorithm from one vendor can efficiently interoperate with the CN congestion processing from another vendor. Differences in the detailed interpretation of congestion may cause an undesirable chain reaction that may be hard to predict if these algorithms are vendor specific. To guarantee efficient interoperability, RAN congestion and CN congestion processing algorithms would need to be made available in advance so that a priori simulation and testing can be performed for a wide range of deployment scenarios.
 

But in the 3GPP UPCON context the vendor publication of RAN congestion feedback and CN congestion processing algorithms is not feasible as the vendors usually compete on the specific algorithms that they implement. Without well-published UPCON algorithms, however, the closed-loop solution has a risk of being limited to single-vendor deployments. A detailed standardization of the algorithms, on the other hand, would restrict implementations and prevent vendor innovation to bring new ideas to the market as well as hinder fast product adaptations to address operator requirements.
Proposal

We have found a number of challenges or issues concerning the closed-loop UPCON approach. We request that these concerns be addressed by companies proposing closed-loop solutions. 

It is proposed to add a key issue to TR 23.705 to capture the challenges and issues discussed above.

Note that a companion paper S2-130814 investigates closed-loop UPCON solutions from the point of view of interactions with other existing closed-loop congestion related mechanisms and suggests other challenges which may be captured in the same section. 
-----------------------------------START CHANGE------------------------------------------------
5.X
Key Issue #X: Closed-loop UPCON solution issues to address

5.X.1
General description 
List of challenges and issues to be addressed.
· There is currently a lack of definition for the conditions that trigger congestion feedback from the RAN to the CN. 

· How does the CN determine the congestion status on a per service level basis? 

· Alt 1: If the RAN is aware of the service levels that packets belong to, why not implement the resource sharing control in the RAN instead of congestion feedback to the CN on a service level basis? 

· Alt 2: If the RAN is not aware of the service level that the packets belong to, it is not clear how the CN can determine the congestion status on a per service level basis on its own. If the CN could do that in some way, why do we need the congestion feedback from the RAN?

· It is not easy for the CN to determine whether adaptive traffic sources require more resources. For this, we may need to maintain some free RAN capacity which results in system under-utilization.

· To limit congestion feedback to mid and long term congestion events only, we need to perform averaging of the RAN congestion status. That results in delayed and filtered congestion feedback, causing additional system under-utilization and inefficiency

· The need to avoid oscillations calls for slow reaction to changes in congestion levels, which further delays the congestion actions and hence causes additional inefficiencies.

· Lack of central user plane and control plane nodes for the users in a specific cell makes it difficult to consistently manage congestion in the CN in a simple way.

· Vendor-specific implementations of RAN congestion detection and CN congestion processing may lead to a closed-loop UPCON solution being limited to single-vendor deployments. 

-----------------------------------END CHANGE------------------------------------------------

� The term “reactive” has also been used to refer to the closed-loop UPCON solutions. However, as we discussed in companion paper S2-130813, the terms “reactive” and “proactive” refer to the timing of the control action compared to the occurrence of congestion rather than the existence of closed-loop control. Even an open-loop solution can utilize reactive control actions, and a closed-loop solution can also contain proactive elements. We therefore use the terminology closed-loop or open-loop to refer to solutions with or without congestion feedback from the RAN to the CN. 


� This is similar to the case for TCP based congestion control where the sender and receiver sides as well as the network nodes all have to be harmonized. Before a new type of TCP algorithm or node behavior is deployed, thorough simulation as well as measurement based tests are carried out to verify efficient interoperability with existing algorithms that are generally published (with minor implementation variations). 
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level per user [kbps]

Level 1 Premium adaptive video  500kbps 2 500kbps 900kbps
Level 2 Best effort 200kbps 2 500kbps 400kbps

Level 3 Background 0 1 300kbps 200kbps



