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Abstract of the contribution: This contribution discusses different congestion mitigation approaches for delivering video streaming applications effectively even under high network load or congestion. As a conclusion, this contribution proposes to include a new key issue on video delivery during congestion periods in TR 23.705.


1.  Introduction

Video streaming applications (e.g. YouTube, embedded videos on news sites such as CNN) are the major driver for increasing traffic demand (see e.g. [1]), and are one of the main reasons for RAN user plan congestion. 
Therefore, UPCON solution proposals for RAN user plane congestion have to provide mitigation measures that address video applications effectively and in an operator controlled manner. Preferably, mitigation measures should have a positive impact on the end-user experience of video applications. Furthermore, a strong negative impact on other traffic types should be avoided as well. 

Admission control or session dropping for QCI=9 traffic should only be considered in case of very heavy congestion, e.g. if important services other than video streaming have to be maintained (such as voice, disaster message board, etc.).
The contribution of this paper is as following:

1. Analysis of the impact of RAN user plane congestion on video streaming applications and on other traffic without UPCON;
2. Analysis of traffic prioritization and traffic limitation as congestion mitigation measures for video streaming applications.
2.  Scenario description and analysis

2.1  Basic scenario description
The following scenario is assumed for the analysis of the RAN user plane congestion impact and congestion mitigation measures:
· Evolved Packet System 
· High number of users in RRC_CONNECTED state consuming bandwidth in downlink

· Traffic mix consisting of video streaming traffic over HTTP, interactive Web traffic and background traffic 
2.2  Impact of congestion on video traffic without UPCON enhancements
Assumptions:

· Proportional fair scheduler in the eNodeB without QoS enhancements for differentiating QCI=9 traffic

· Possibly a maximum bandwidth limit per user controlled by operator policy.

How are the scarce RAN resources assigned?
TCP tries to occupy as much bandwidth as possible for each TCP flow. Its congestion control mechanism in general ensures that every TCP flow gets roughly a fair share of the resources. However, typical RAN schedulers (e.g. proportional fair scheduler) will assign RAN resources based on the link quality of the radio channel between UE and eNodeB. This implies that users in the cell center will on average get more bandwidth than users on the cell edge. 

Consequently, resources are allocated independently of the traffic type. For example, video traffic will get the same throughput as file download under assumption of similar link conditions, since both are transported on the default bearer with QCI=9. TCP congestion control will treat different TCP applications of users with similar radio conditions in a more or less fair manner. However, since the proportional fair scheduler favours cell center users, TCP applications of cell center users strive to increase their bandwidth at the cost of cell edge users. For example, an adaptive video application (such as DASH) will strive to get the best codec rate and as a result consume a high amount of valuable RAN resources.

On the contrary to TCP, UDP applications are often not able to adapt to the load situation in the network as they lack a congestion control mechanism. This implies, for example, that a high-rate UDP application flow (e.g. video stream) may not reduce its sending rate as a result of RAN user plane congestion, but instead continues sending with the full data rate at the cost of other adaptive applications.
How does RAN user plane congestion impact the different application types?
If the number of active users is too high, the average throughput of all application flows including the video flows will decrease. If the throughput of a non-adaptive video application flow falls below the playout rate, the video will stall as soon as the play-out buffer is empty. This means that the user has to wait and the user satisfaction drops sharply. If the throughput of an adaptive video application flow decreases, the codec rate will adapt to the throughput and the video quality will decrease. However, once the throughput falls below the minimum codec rate, the user will also experience stalls and the satisfaction will drop sharply.
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Figure 1: Behaviour of DASH flows without UPCON enhancement on QCI=9 during congestion

Figure 1 illustrates the impact on DASH traffic flows for the case with different subscriber classes. Since no differentiation is possible, all users get the same bandwidth, irrespective of their subscriber class.

For file transfers, the user’s quality of experience may not be negatively impacted when the transfer takes a bit longer, especially if the file is transferred in background or unattended. 
For web-like traffic, lower throughput leads to an increased delay until the web page is displayed in the app or in the browser. This may lead to lower user satisfaction.
Observation 1: 
Video traffic is more vulnerable to congestion than other traffic

Observation 2: 
Some traffic (e.g. file transfer, unattended traffic) is robust against congestion

Observation 3: 
With today’s system, user satisfaction for video applications will drop sharply in case of RAN user-plane congestion.

2.3  Congestion mitigation by means of traffic prioritization
Assumptions: 
· The network (RAN or CN) has the means to differentiate application flows on the default bearer (e.g. based on SCIs, sub-QCIs, or FPIs).
· A functional entity in the network implements priority scheduling. 
How are the scarce RAN resources assigned?

The priority scheduler knows that e.g. video applications have a higher priority than file transfer. Hence, it can achieve the following:
· Strict priority scheduling: High-priority video applications will strive to consume resources according to the maximum supported codec rate (in case of adaptive video) or the user selected codec rate (in case of non-adaptive video), while the rest of the applications will just get the remaining bandwidth (in the worst case this could be nothing). 

· Priority scheduling with static minimum bandwidth assignments for each priority: The scheduler performs priority scheduling, but will obey for each video flow a certain fixed minimum bandwidth limit.

NOTE: 
Since the minimum bandwidth limits are statically configured for each priority level, dynamically changing network load conditions cannot be taken into account.
How does RAN user plane congestion impact the different application types?

High-priority non-adaptive video: The video throughput will be sufficient as long as the number of video users does not exceed the number of users that can be supported by the cell, assuming that all non-adaptive video streams have the same priority.
High-priority adaptive video: The adaptive video application will try to consume as much bandwidth as possible to reach a higher video codec rate and QoE, but at the cost of other, lower priority traffic.

( 
This leads to very bad user experience and dissatisfaction for interactive applications (e.g. Web), or for video applications with lower priority due to subscription data.
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Figure 2: Impact of priority scheduling on DASH traffic flows
Figure 2 illustrates the impact of priority scheduling on DASH traffic flows. As soon as a gold-subscriber starts watching a video, the priority scheduler will assign bandwidth as long as data packets are in the buffer, leading to high throughput for the application flow. DASH reacts by requesting a higher video codec rate from the server, which in turn leads to even more bandwidth consumption. This is indicated by the increasing bandwidth curve of the gold subscriber. The bandwidth is limited only by the maximum codec rate of the video, which is indicated by the constant bandwidth curve at 1500Kbps in this example. As a consequence, lower priority users will experience very low throughputs and correspondingly very poor video qualities.
Lower-priority applications: Any other application traffic with lower priorities will be starved as soon as the traffic demand of high-priority video applications exceeds the available resources. 

UDP traffic: The effects of priority scheduling on UDP traffic lead to similar drawback as for TCP traffic, namely that high-priority applications will experience a good service quality with low delay, while low-priority traffic can experience packet loss and buffering delays. The fact that UDP applications are not able to adapt according to the congestion situation also implies that a high-priority UDP traffic flows, such as video stream, will consume all the required resource at the cost of lower priority flows. 
Observation 4: 
Priority scheduling helps to improve users’ quality of experience for high-priority traffic (e.g. video traffic) – but at the cost of applications with lower priority.
Observation 5: 
Priority scheduling does not support traffic reduction of high-volume video applications, as video will typically be delivered with a higher priority than background traffic.
Observation 6: 
Priority scheduling leads to low-resource assignment and potentially to starvation of lower priority application flows (including low-priority video traffic) during congestion periods, which resulting in a poor user experience.

Observation 7: 
Priority scheduling with static minimum bandwidth assignments do not allow adjusting the limits according to dynamically changing load situations.

2.4  Congestion mitigation by means of video flow rate control 
Assumptions: 

· The network (RAN or CN) has the means to differentiate application flows on the default bearer.

· A functional entity in the network (RAN or CN) enables video flow rate control through bandwidth limitation (e.g. for adaptive video applications such as DASH) or video transcoding (e.g. for non-adaptive video streams).

How are the scarce RAN resources assigned?

The network has information on the video application flows (e.g. available codec rates, desirable minimum rates for a good/reasonable QoE, etc.), the subscriber class (e.g. gold, silver, bronze) as well as the congestion level.

The network (i.e. the video rate control function) will control the video flow rates for each flow such that ideally the client buffers do not starve, and that the video codec rate is neither too low (leading to bad QoE) nor too high (leading to high RAN resource consumption). Through reduction of the video flow rate, the network limits/reduces the amount of traffic of video application in a controller manner – based on operator policies.

Other traffic may also be limited according to operator policies and the level of the congestion.
How does RAN user plane congestion impact the different application types?

Video application: The video flow rate for each application (adaptive and non-adaptive) will be adjusted to a level that ensures that the overall video traffic can be delivered with a good/reasonable QoE for the end users (i.e. without starving video flows and other traffic) despite a high number of active users. Different video flow rates will be assigned to users according to their subscriber class and the network load. 
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Figure 3: Impact of video flow rate control on DASH video flows
Figure 3 illustrates the impact of video flow rate control on DASH traffic flows. The network controls the delivery rate such that gold subscribers get a good video quality, while silver and bronze subscribers get lower but still sufficient qualities according to their subscription levels. It should be noted that in case of DASH video applications, the network requires merely a means to limit the flow rate, as the application will then adapt automatically to the granted bandwidth (without the need of directly involving the end systems).

In addition to throttling the flow rate, the network (and/or the application layer) could manipulate the manifest files (required by all types of adaptive streaming protocols) to ensure that bandwidth-hungry video applications have limited option of selecting video chunks encoded at a higher bit rate. This is especially useful to allow graceful recovery from congestion.
Other traffic: During low-congestion, it is assumed that the reduction/limitation of the video traffic in an operator controlled manner is sufficient such that the other traffic is not really impacted. During high-congestion, it is up to the operator policies to what extent lower-priority traffic is limited. 

UDP traffic: The video flow rate control function can also be used to adapt (limit) the flow rate of UDP applications according to the congestion situation and operator policies. This can help delay-sensitive applications to gain indirectly from the controlled bandwidth of the video flows, since more resources are available. 

Observation 8: 
Video rate control allows applications to adapt their video codec and hence reduce the video traffic during congestion periods significantly.

Observation 9: 
Video rate control can be used to ensure that the overall video traffic can be delivered with a good/reasonable QoE to all users despite a high network load.

Observation 10: Video rate control allows operators to control which level of QoE they want to offer the end users based on the subscription class and congestion level. 

3.  Conclusions

Based on the above study, we conclude that the ability to control the video flow rates of individual applications according to the user’s subscription level and based on the current network load is highly desirable and an effective means to mitigate congestion.

As a consequence it is proposed to document a new key issue around this topic in TR 23.705. 

Proposal

It is proposed to add the following key issue to TR 23.705:

5.X 
Key Issue #X: Video delivery during congestion periods 

5.X.1
General description and assumptions

Mobile video is one of the main sources that contribute to congestion in mobile networks.

Reducing the rate of video applications during congestion periods is a very effective congestion mitigation measure and reduces the traffic load in a congested RAN significantly. It should be noted that various approaches exist to reduce video flow rates in the network today, ranging from simple bandwidth limitation or scheduling for adaptive video applications (e.g. DASH) to explicit rate adaptation using CDN, video transcoding or change of manifest file(s) for adaptive streaming protocols. The most appropriate approach depends on the precise video application (e.g. adaptive vs. non-adaptive video codecs) and transport protocol (e.g. TCP vs. UDP).

Since the user’s service experience depends a lot on the video flow rate (e.g. low rates result typically in poor quality of experience), it is important that the operator can control according to the subscription level what delivery rate it provides for a particular user under a certain load situation. For example, during a low congestion period, an operator may still want to offer its gold level subscribers a very good video service experience, whereas a certain reduction of the video quality is acceptable for silver and bronze level subscribers (e.g. the next lower video codec). However, when the congestion becomes more severe, the operator may also want to limit the video flow rate of its gold level subscribers somehow, and select the lowest video quality for its silver and bronze level subscribers.

This key issue is about how the RAN or Core Network can handle the delivery of individual video application flows, according to the user’s subscription level and current RAN congestion level, in order to mitigate the congestions.
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