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Discussion

GTP-C protocol was introduced to allow control plane communication between 3GPP core network peer nodes. GTP-C messages can broadly be classified into the following categories:

a. Path Management messages e.g. Echo Request

b. Tunnel related messages with or without response e.g. Create Session Request, Delete Session Request, Modify Bearer Request etc

Although Rel-10 introduced the mechanism for (E)MM and (E)SM back-off timers, the mechanism is only helpful just before the onset of, or during the core network node overload. The overload control mechanisms defined in 23.401 and 23.060 under NIMTC take, at a crude level, the congestion information on MME and PGW into account. Below is an attempt to provide scenarios where (E)MM/(E)SM back-off timers aren’t really helpful until very late in the congestion period:

1. Frequent Idle(Connected, and Connected(Idle transitions cause due to e.g. eNB idle timer. During initial LTE field deployments, we have observed eNB idle timers range from 5-25 seconds. The higher the value of the timer, the lesser state transitions are expected, but this places a significant burden on eNB capacity due to the need for maintaining sessions for longer. At 10 secs idle timer, on an average, we have seen a SERVICE REQUEST every 120secs in a busy hour. At 5secs idle timer, we saw the number of SERVICE REQUEST double in the same time frame i.e. 2 SERVICE REQUESTs every 120secs in a busy hour. Assuming that either an SGW managing TA/TAs or a set of SGWs managing TAs gets overloaded, currently there is no protocol mechanism for SGW to tell the MME to move sessions off it (as a result of congestion). From a GTP-C perspective, upon receipt of SERVICE REQUET, MME(s) will send MBRs to congested SGW(s). If SGW(s) are overloaded, then depending on the level of overload, SGW(s) start ignoring MBRs. Ignoring a GTP-C request makes the overload situation worse as it results in re-transmissions (T3-RESPONSE * N3-REQUESTS). Based on our specifications, the following reactive mitigations that can currently be performed:
a. Based on O&M (e.g. SMTP alarms), NOC personnel change DNS zone file entries to adjust weight factors so that MME S-NAPTR queries for SGW selection allows for selection of alternate SGW(s). But, this manual process is effective only for new SGW selection. It doesn’t apply to existing SGWs already selected.
Upon receiving lower layer transmission failures, MME/SGSN may also decide, on implementation basis, to either send (E)MM back-off timer for that PDN Connection, or (E)SM back-off timer for that PDN connection or or re-attach the UE (which forces new SGW selection). These actions ofcourse aren’t specified per specification. 
If MME/SGSN were to be aware of SGW(s)’s load levels then mitigating actions like alternate SGW selection or SGW relocation or other measures could be executed.

Conclusion#1: Mechanism to handle SGW overload isn’t specified.

Conclusion#2: If a GTP-C protocol means for indicating SGW overload existed, the above situation could be alleviated quickly and gracefully.
2. Large number of users performing TAU/RAU. In a typical network deployment, the number of MMEs and SGWs is considerably large(r) than the number of PGWs. In densely populated areas say North-Eastern USA e.g. metro NewYork, metro Boston, metro Philadelphia etc, mass transit systems transfer a large number of users on a daily basis. This may result in large number of simultaneous TAUs/RAUs towards MMEs/SGSNs and corresponding MBRs towards SGWs. This may result in large number of MBRs towards a single or very few PGWs. Per current TS 29.274 specs, PGW can include an APN backoff timer (PGW Back-Off IE) only for session creation requests (CSReq), not for session modification e.g. MBRs requests. At this point, depending on the load spike and residual PGW capacity, three different behaviours can be observed:

a. PGW(s) can still process GTP-C requests. In this case, PGW(s) may send an APN back-off timer upstream to SGWs, on a per UE basis. SGWs forwards this to MME. For a non-subscribed APNs, MMEs/SGSNs send (E)SM back-off timer down to the UE in TAU/RAU REJECT. For subscribed APNs, MMEs/SGSNs may send an (E)MM back-off timer instead.

b. PGW(s) are unable to process GTP-C requests but able to indicate non-availability of resources. In this case PGW(s) reject the GTP-C message with cause code “NoResourceAvailable”. Currently, if the GTP-C node is overloaded and not able to process the incoming request, it may reject the same with “No Resource Available”. This cause code may trigger the receiver to retry the same request after a while – implementation dependent timer. However this is session level cause code and hence does not give any indication regarding the load and overload condition at the sender. In other words, this cause code will not stop the receiver from trying the similar request for other UEs which are served by the same peer node. Also the time period after which the same request for the same UE is retried is implementation dependent and hence judgment of the receiver. This means, frequent retrying in a short period of time, may further aggravate the overload condition at the sender causing the spiral effect.

c. PGW(s) are unable to process GTP-C requests. These PGW(s) may experience a sudden spike in the load, causing a critical threshold to be crossed. After which, PGW(s) will start ignoring MBRs. Ignoring MBR(s) causes retransmissions both by MMEs/SGSNs towards SGWs for T3-RESPONSE*N3-REQUESTs, and SGWs towards PGW(s). Upon re-transmission exhaustion, SGWs send “peer not responding” to respective MMEs on a per UE basis. Upon receiving lower layer transmission failures, MMEs/SGSNs may also decide, on implementation basis, to either send (E)SM back-off timer, (E)MM back-off timer, or deactivation with reactivation required, or re-attach the UE (which may force a new PGW selection). However, this is not defined in our specifications.

The number of GTP-C messages (including retransmissions) compounds exponentially as the number of users grows. And, keeping the network topology in mind (many more MMEs/SGSNs/SGWs compared to PGWs), messaging storms are bound to occur – and the solution to the problem can’t always be “add more nodes”. 

If on the other hand, mechanism(s) existed wherein MME/SGSN could be made aware of PGW(s) load levels, then mitigation actions like deactivation with reactivation triggering alternate PGW selection could be executed.

Conclusion#3: Mechanism to handle PGW overload during session modification procedures isn’t specified.

Conclusion#4: If a GTP-C protocol means for indicating PGW overload existed, the above situation could be alleviated quickly and gracefully.
3. Node Selection: Currently, each MME in a pool in the network performs selection of the SGW and PGW based information received from the DNS and/or some form of an implementation-specific algorithm. During initial LTE deployments, we have observed one SGW serving a given location. However, as number of users on the network grows, multiple SGWs will be visible for the same location. Similar applies to PGWs serving a given APN. In such cases, each MME individually tries to load balance the session on the available pool of SGWs and PGWs. However, this cannot guarantee an even load distribution of the sessions on SGWs and PGWs. This is because the MME is not aware about the current/real-time load and capacity of the SGWs and PGWs. An even distribution of the sessions become much more tricky since each MME performs SGW, PGW selection locally and without any coordination/information on how other MMEs in the same MME pool has distributed session over available SGWs and PGWs. Especially during sudden load spikes on a given SGW/PGW or a set of SGWs/PGWs, lack of node-level load information proves quiet detrimental in worsening congestion. So in such cases, the current load conditions at SGWs and PGWs would help the MME to distribute sessions over available SGWs and PGWs in a much more predictable and safe manner.
Conclusion#6: If MME/SGSNs have SGWs and PGWs load information available, then node selection (for new PDN connections) allows distribution of load to SGWs/PGWs in a manner that predictable spikes in SGWs/PGWs can be avoided.
In general, it is our belief that, currently specified (E)MM/(E)SM back-off timer mechanisms are a primitive and REACTIVE way of handling system-wide congestion/overload situations. A more PROACTIVE and robust GTP-C protocol based mechanism can not only delay onset of congestion, but in case congestion occurs, it can serve as a means to quickly and gracefully alleviate it.
Proposal

Propose to include the following in the appropriate subsection of the TR 23.843:

******************* 1st Change ***********************

4
Scenarios and problem analysis for core network overload

4.1
General

The following clauses describe and analyse scenarios which may cause overload of  core network entities due to high signalling load caused by, e.g.

1. Flood of registrations caused by special mobility events

· Mass of mobile users attempting simultaneously to perform registration procedures such as Attach or location updating. Examples are scenarios where a train or bus is crossing LAI/RAI boarders, or a big plane arrives at an airport.

NOTE:  These scenarios and potential solutions may be similar to those that were addressed by the former “Registration in Densely-Populated Area (RED)” work item which are documented in TR 23.880.

2. Frequent RAT-reselection due to scattered 3G/4G coverage

· Frequent loss of broadband coverage may potentially cause extremely frequent intersystem change activities by e.g. smart phones. 

3. Flood of registrations after O&M operations

· Restart of RAN nodes (i.e. RNC and BSC) may cause a massive number of registration attempts,  depending on the behaviour of the base stations controlled by the restarted RAN nodes. This is discussed in more detail in sub-clause 4.2

· Restart or failure of CN nodes which handle  mobility management (MSC server/VLR, SGSN, MME) 

NOTE:  A related study item dealing with CN node failures in EPC is performed by CT4. The work is  documented in TR 23.857.

4. Flood of resource allocation requests for mobile originating services
· Massive number of mobile users attempt simultaneously to initiate signalling procedure in order to allocate resources for mobile originating services, such as establishing bearers.
5. Flood of mobile terminated events
· A massive number of mobile terminated events simultaneously for specific users belonging to specific HLR/HSS (e.g. sending SMS to say Happy New Year in China Spring Festival) may cause excessive signalling load within the PLMN.

· A massive number of mobile terminated events simultaneously causing signalling towards the same SGSN/MME where a large number of receiving users are located (e.g. content pushed to every member of push type services) may cause excessive signalling load within the PLMN.
6. Flood of User Location Information (ULI) reporting when numerous users are subject to ULI subscription from PCRF/OCS  
· A mass of mobile users simultaneously inducing ULI update notifications may cause high signalling load within the PLMN. Examples are scenarios when the mobility of a large number of users is causing an high amount of signalling  (e.g. train stations , business districts, or football stadium).
7. Flood of GTP Control Plane messages due to various Mobility Management and Session Management events 
· Frequent Idle(Connected, and Connected(Idle transitions cause due to e.g. eNB idle timer may result in a spike in SGW’s load.
· Large number of TAUs/RAUs due to user mobility may result in a flood of GTP-C messages towards PGWs.
******************* 1st Change ***********************
******************* 2nd Change ***********************

4.x
Scenario 7: GTP-C Overload due to flood of Mobility and Session Management messages
The following different mobility and session management scenarios can cause GTP-C overload:

1. Frequent Idle(Connected, and Connected(Idle transitions cause due to e.g. eNB idle timer. Depending on the value of eNB idle timers (which may result in large # of e.g. SERVICE REQUESTs from UEs in a busy hour), session overload may occur in either an SGW managing TA/TAs or a set of SGWs managing TAs. 
2. Large number of users performing TAU/RAU. In a typical network deployment, the number of MMEs and SGWs is considerably large(r) than the number of PGWs. In densely populated areas say North-Eastern USA e.g. metro NewYork, metro Boston, metro Philadelphia etc, mass transit systems transfer a large number of users on a daily basis. This results in large number of simultaneous TAUs/RAUs towards MMEs/SGSNs and corresponding Modify Bearer Requests towards SGWs. This may result in large number of MBRs towards a single or very few PGWs. 

Editor’s Notes: Roaming impacts e.g. presence of intermediate IP networks between VPLMN and HPLMN, congestion in VPLMN cascading to congestion in HPLMN etc for GTP-based S8 are FFS.

Given the nature of GTP-C protocol in how it relies on retransmissions of unacknowledged requests, when a GTP-C Node experiences overload (or severe overload) the number of unacknowledged GTP-C messages compounds exponentially especially in case of congestion. The larger the number of users on an operator’s network, the worse the the problem becomes. Therefore, mechanisms to detect, and mitigate overload on GTP Control plane shall be investigated.
******************* 2nd Change ***********************
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