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Abstract of the contribution: This contribution intends to raise the issues on the necessity for distinguishing the granularity of applications at network layer, when same IP address is used over both 3GPP/non-3GPP accesses.
1.
Advantages on using the same IP address on multiple IP interfaces
At the last meeting, use of the same IP address over both 3GPP and non-3GPP access interfaces was agreed, and relevant P-CR (S2-124093) introduced text to open the issue.
We understand that this is useful with regards to providing transparency of the access technology towards applications both in the UE and its counterpart IP network entity. This also allows providing dynamic change of access technology at the network layer, independent from the transactions over the application layer. Figure 1 shows the image of how applications can be access technology unaware.
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Figure 1: Image of simultaneous use of the same single IP address over both 3GPP/non-3GPP accesses and IP flows over both accesses
We believe providing the same IP address on multiple interfaces will bring more roles to network operators, especially on providing offload relying on elements as much as possible at the network layer where operators have more control.
2.
The necessity of synchronizing the access for some IP flows

However, in order to provide adequate IP flow mobility, we believe that the network layer needs to look into the granularity of applications provided on the ongoing IP flows. 

For example, assume there is an audio/visual call using two IP flows, one for audio and the other for video, and the two IP flows were later decided to be sent over separate access technologies.

Usually, each access technology has its own characteristics on delays, jitter, etc, and may cause a significantly bad user experience if the two IP flows which require synchronization are sent over separate access technologies with quite different delays, jitter, or whatever else. Figure 2-1 and figure 2-2 shows such an example, where audio and video of the same audio/video telephony are sent over two independent accesses (E-UTRAN and WLAN) and synchronization may not be done easily.
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Figure 2-1: Issue on synchronization when related IP flows are sent over separate access technologies (on uplink)
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Figure 2-2: Issue on synchronization when related IP flows are sent over separate access technologies (on downlink)
Therefore, in order to provide IP flow mobility using the same IP address on multiple interfaces, the network layer shall be able to look into the granularity of the applications provided on these IP flows. Figure 2-3 shows that network layer (below IP) needs to look whether the relevant IP flows require synchronization and to ensure that they are always sent over the same access technology.
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Figure 2-3: Necessity for network layer to consider the granularity of applications
3.
Issues to be considered
The selection of the access technology at UE requires clarification on how this is done. Figure 3-1 shows the uplink from the UE to the network showing the necessity for clarifying the way selection is made.
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Figure 3-1: Necessity of clarifying how interface selection at UE is done
Further, the synchronization of IP flows may NOT be that simple at P-GW, as P-GW may not be aware of the applications on top of each IP flows. Only the counterpart IP entity knows which IP flows needs to be synchronized, and there is currently no means to notify from the counterpart IP entity such information towards the P-GW for the destination UE.
Figure 3-2 shows the case when IP flows of the two applications APL1 (audio) and APL2 (video) need to be synchronized, and illustrates that layer below IP needs to look into what the IP flows are for, so that the two IP flows APL1 (audio) and APL2 (video) will always be provided over the same IP access technology, but there is an issue on P-GW how it is to be aware for downlink.
[image: image6.emf]Counterpart

IP network entity

IP

I/F

selection

E-

UTRAN

WLAN

IP

I/F

selection

E-

UTRAN

WLAN

E-UTRAN

WLAN

EPC

Applications requiring 

synchronization 

UE

IP

I/F

selection

WLAN

E-

UTRAN

IP

I/F

selection

WLAN

E-

UTRAN

P-GW

Applications requiring 

synchronization 

Look into the granularity of applications provided on IP flows, 

and considering whether synchronization is required

APL1

audio

APL2

video

APL3

web

APL1

audio

APL2

video

APL3

web

For downlink

?

?

How will P-GW be aware 

of the application?

Currently, it is not clear how 

P-GW can retrieve such 

information.


Figure 3-2: The necessity for layer below IP to be application aware in order to provide adequate synchronization
4.
Proposal

It is proposed to add the issue mentioned above to be included in clause 6.3. 
The proposed text is as follows:
Proposed text to TR 23.861 v1.6.0
6.3
High level issues and design considerations

6.3.1
Network based mobility management issues 

The following describes the design issues that are required to be considered when the S2a or S2b GTP/PMIP-based solution (i.e. network-based mobility management) is used to support UE-initiated IFOM. 

Issue#1:  Routing rules installation

For the existing DSMIPv6 UE-based IFOM support, UE imbedded the routing rules in DSMIPv6’s BU which is sent directly to the HA (i.e. PGW). 

For GTP/PMIP network-based mobility management, there is no direct communication support between the UE and the PGW to install the route rules. 

Issue#2:
UE-initiated IP Flow mobility trigger

For the existing DSMIPv6 UE-based IFOM support, UE triggers the IP Flow mobility with explicit indication.  

For GTP/PMIP network-based mobility management, there is no signalling coordination between the UE and the PGW to trigger the UE-initiated IFOM.  
Editor’s Notes: The above issues as stated apply to clauses 7.4 and 7.5.  The issues may apply to 7.2 and 7.3 as well, but study of the GTP-based S2a support for trusted non-3GPP access with seamless offload and flow mobility is deferred until the SaMOG Rel-12 study is completed.  This will be corrected in a future version of this technical report. 
Issue #3: The same IP address on multiple IP interfaces

The assignment of IPv4 address, IPv6 prefix(es) and IPv6 interface identifiers, handling of multicast packets, including signaling messages that may be sent on a multicast link-local address (e.g. DHCPv6, RA/RS), etc. must be analysed.
When the same IP address is used on multiple IP interfaces at the same time, the selection of the interface for each IP flow will be done at layer below IP. This selection needs to take into account of the application in the ongoing IP flows, as in order to ensure IP flows that need to be synchronized, those IP flows need to be sent over same access technology to avoid different delays, jitter, etc which are crucial to synchronization. However, currently this is not being considered for both UE and P-GW, and further there needs to be a mechanism to be considered for P-GW to be application aware so that relevant downlink IP flows are appropriately handled.
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