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Abstract of the contribution:

From the conclusions to TR 23.843 regarding Diameter overload, it is proposed to add that CT3 and CT4 should take into account  the work done in IETF at Diameter protocol level and consider investigating changes needed in 3GPP Stage 3 specifications to support Diameter overload control mechanisms on Diameter interface for 3GPP applications

Following changes are proposed in 3GPP TR 23.843 v0.6.0
* * * Start of changes in TR 23.843 * * * *
7.2
Enhancement of Diameter Interface for Overload Prevention and Control Support

Diameter interface is defined for signalling between many core network nodes and services. An analysis table for these interfaces and service impact is shown in Annex A. Overload on these interfaces can lead to server congestion or even collapse. The impact to services can be: 

· Denial of services, persistent access restriction, 

· loss of IMS and broadband services, 

· Loss of location information for emergency services and lawful intercept,

· Loss of ability to use policy control to provide service personalization, 

· Loss of ability to use policy control to optimize network resources, 

· Billing errors and loss of revenue.

Besides good network engineering, one of the measures for better traffic management on diameter interfaces is the deployment of Diameter Agent in network. This functional node plays important roles for load balancing and overload prevention/control over these interfaces using Diameter. Hence, the overall overload protection mechanism must take this aspect (i.e., Agent between client/server) into consideration. 
In addition the Diameter interface shall be enhanced to support overload prevention and control, especially for core network entities. Currently it has very limited support in this aspect: 

1) Cause code 3004 “DIAMETER_TOO_BUSY” for server to client in responses,

2) The transport layer may be unaware of the application layer and therefore cannot provide sufficient congestion control for congestion at the application layer. 

3) Congestion collapse due to an overloaded Diameter server may occur because there is no way for a server to communicate its current overload level and coordinate actions with the client.   

4) A Diameter server in overload will expend resources inspecting and rejecting messages. To preserve good throughput, a process is needed to offload this task to the Diameter client(s). 

5) If diameter routing agents are deployed, the servers’ load levels for efficiently load balancing/re-routing have to consider topology hiding and can at best be based on statistical estimation. 
Overload signalling in Diameter is of coarse granularity and is deployed in a hop-by-hop manner. These mechanisms are not sufficient for Diameter applications to become aware of overload; this is more relevant in large scale deployments with multiple clients, servers and agents in the middle of the communication. Particular overload aspects to investigate relate to the difference between session oriented and non session oriented Diameter interactions and  the difference between introducing  Diameter Agents between end points or not. Without standardized mechanisms at some layer (Diameter application, base protocol, transport, network, etc.) the Diameter-based protocol interfaces used by functional entities in the 3GPP architecture cannot obtain detailed or useful information to avoid overload or respond to congestion.
* * * Next changes * * * *
8.1.2 
Diameter Interface 

It has been identified as a problem that overload signalling in Diameter is of coarse granularity and is deployed in a hop-by-hop manner; this is more relevant in large scale deployments with multiple clients, servers and agents in the middle of the communication.. Diameter applications need to respond to overload. Without standardized mechanisms at some layer (Diameter application, base protocol, transport, network, etc.) the Diameter-based protocol interfaces used by functional entities in the 3GPP architecture cannot obtain detailed or useful information to avoid overload or respond to congestion in such large deployments. Mechanisms similar to the ones described in clause 6.2.5 for DLM (Diameter Load Manager) could be studied in stage-3 for potential benefits in server congestion management. 
It is therefore proposed to find a standardized means to convey necessary congestion information between functional entities that use a Diameter-based protocol interface. IETF dime working group has recognized the limitation of the protocol and has started work to define suitable mechanisms to address this at the protocol layer. CT3, CT4 and SA5 should take into account the work done in IETF at Diameter protocol level and consider investigating Diameter protocol end points behaviour and any other changes needed in 3GPP Stage 3 specifications to support overload control mechanisms on Diameter interface for 3GPP applications. Particular overload aspects to investigate relate to the difference between session oriented and non-session oriented Diameter interactions and the effect of Diameter Agents between end points when deployed.
* * * End of changes  * * * *
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