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Abstract of the contribution: The paper describes the existing mechanisms to deal with RAN overload and proposes a new key issue on fast changing RAN congestion control.
1. Introduction
This paper highlights how existing standard mechanisms handle RAN overload situations today and proposes a new key issue on fast changing load and congestion situations.

2. Current functional split between RAN and Core related to QoS
The Core Network handles subscriber and service management (= policy management) and is not aware of the RAN resources or the current traffic per cell.
The RAN takes care of congestion handling, resource management (RRM) and performs resource allocations (at cell level) (= policy enforcement).
The QoS priority of the user or service (= policy) is delivered from the Core Network to the RAN via radio bearer specific QoS parameters. The priority (= policy) can be modified at any time via radio bearer reconfiguration.
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Figure 2-1: QoS functional split between RAN and Core
Typically, the RAN is the most expensive part of the network, so its resources should be managed most efficiently.
3. RAN load is highly dynamic

The radio scheduler decides every 10ms or even 2ms on how to allocate resources

· weighing demand, instantaneously available resources, and instantaneous radio conditions (channel conditions, interference)

· for HSPA the radio scheduling was even moved from RNC in Rel. 99, i.e. closer to radio interface, to have better visibility of cell conditions. For LTE the scheduler is in eNodeB anyhow close to the antenna.
Terminals are (of course) mobile and thus may leave one cell or enter another cell with a completely different load situation. Handover are even possible if the terminal is completely stationary (e.g. due to cell breathing).
The radio resources are most efficiently used if the radio scheduler has full visibility about the traffic demand (ideally, “full buffer model”) and can allocate traffic to available resources according the current radio conditions

Compared to the RAN load, the policy and subscriber information in the Core Network is almost static. 

The policy and subscriber information are used to map traffic to appropriate bearers with particular QoS. This QoS already incorporates the behaviour for high load situations, e.g. lower-than-average QoS priority means “reduce throughput in case of congestion”, proportional to the current load

Policies applied during initial PDP context setup are changed rather infrequently. Dynamic change of traffic priority in response to congestion makes no sense, as traffic priority has no effect when there is no congestion! Traffic priority controls the radio resource allocation during periods of resource shortage (= RAN congestion), but not otherwise.
4. How the EPS bearer concept supports RAN scheduling
The EPS bearer concept allows establishing dedicated bearers in addition to the default bearer. A different set of QoS parameters can be assigned for each dedicated bearer. This enables the radio scheduler to assign resources to each bearer according to the bearer’s priority and the actual cell load, thus reducing the throughput of low-priority traffic to avoid congestion. The bearer concept is roughly shown in Figure 4-1.
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Figure 4-1: Bearer concept of EPS
The radio scheduler is able to differentiate any multi-rate traffic mix:
·  It estimates the resources required for GBR.
·  It shares the remaining resources to non-GBR according to traffic priority.
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Figure 4-2: GBR and non-GBR traffic portion 
A non-GBR dedicated bearer may carry several applications requiring the same QoS treatment. The core can guide the RAN by putting those applications together in one dedicated bearer which require the same QoS treatment in RAN. This allows the RAN to reduce the throughput of lower-priority applications (carried within dedicated bearers with appropriate QoS Class Identifier, QCI, values) as congestions occurs in high load situation, see figure 4-3. 

So, the fundamental idea is to combine the load-aware functionality in the RAN (eNB) with the application and policy awareness of the core.
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Figure 4-3: Radio resource allocation in high load situations
As long as the available scheduling resources exceed the actual traffic demand, traffic priority has no effect!
( Modifying priority in response to RAN congestion does not make any sense, as it anyway impacts high-load situations only. Traffic priority does not consume core network resources. 

5. Advantages for traffic management with QoS differentiation in RAN and conclusions
QoS based traffic management provides the following advantages:

· Most efficient use of radio resources

· scheduler has full visibility on the traffic demand and can most flexibly map that to instantaneous load and radio conditions

· Mobility and Rel. 99/HSPA resource sharing automatically considered

· Standardized interfaces and procedures for multi-vendor support exist
· No issue with signalling load towards and in CN

· load changes are handled entirely within RAN, which is optimized for this

The traffic handling in RAN supported by establishing bearers  and policy based traffic allocation in core can be regarded as an “open loop” control. 

· Open-loop congestion control means that the core network decides on traffic priority and QoS on subscriber and/or application level (based on traffic detection/classification)

· The actual traffic enforcement is then performed by the radio scheduler, based on the traffic classification of the core

· The current architecture fully supports congestion handling on subscriber- and application-level, no feedback loops needed, and it is much more responsive to congestion and scalable than any feedback-based solution

Open-loop solutions cannot support content-level optimization or adaptation mechanisms, as these are typically building on core network functions. Those mechanisms require closed-loop control with feedback (currently don’t exist in 3GPP).
6. Proposal for the TR
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Key Issues
X.1
Key Issue #1: Congestion control for fast changing load situations
The target of this key issue is to study possible enhancements for the existing EPS bearer concept in order to optimise RAN scheduling for fast changing load situations. 

The fast changing load situation means that the radio scheduler needs to decide every 10ms or even 2ms on how to allocate resources, e.g. because of 
· Instantaneous changing radio conditions, e.g. caused by interference or channel conditions like buildings etc. 
· Weighing demands between terminals or instantaneously available resources.
· Terminals may leave or enter a cell with a completely different load situation.
· Others reasons
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