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Abstract of the contribution: The present paper proposes to discuss “first things first” – namely, a realistic UE-PGW link model for NB-IFOM. It proposes to document a new key issue (UE-PGW link model) and a specific solution (Link-layer aggregation).
Introduction

The study on network-based solutions for IP flow mobility was initiated in Rel-10 and a couple of solutions were documented in TR 23.861, before the study was put into a deep freeze. While the documented solutions discuss various signalling aspects (e.g. instalment of routing rules in PGW, PCC-initiated vs UE-initiated flow mobility, addition and removal of an access, etc.), to the best of our knowledge, the UE-PGW link model was not sufficiently discussed, or not discussed at all.
In particular, it remains unclear how the UE and the PDN GW cope with the fact that the same IP address is assigned to two distinct physical interfaces in the UE, which on a first glance may look like a heresy from IP networking perspective (refer to Figure 1).
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Figure 1: Multi-homed PDN connection: same IP address assigned to both legs

The present paper proposes to discuss a realistic UE-PGW link model for NB-IFOM. It is also proposed that this aspect of NB-IFOM should be documented as a general key issue that applies to all NB-IFOM flavours.
Link-layer aggregation
An easy way to address the problem, while remaining in accordance with fundamental principles of IP networking, is to use link aggregation. According to Wikipedia, the term link aggregation “is a computer networking term to describe various methods of combining (aggregating) multiple network connections in parallel to increase throughput beyond what a single connection could sustain, and to provide redundancy in case one of the links fails”. It can be implemented “at any of the lowest three layers of the OSI model.”
While this definition is apparently focused on increased throughput and redundancy, the same term can be used in the NB-IFOM context, even if the focus of NB-IFOM is on seamless flow mobility.

In the context of NB-IFOM, the problem of the same IP address being used on multiple interfaces can be addressed with link aggregation at the link-layer (OSI 2). In reference to Figure 2, the UE and the PGW need to support a link aggregation “shim” i.e. they need to be able to combine the two underlying physical links so that they appear as a single interface to the IP protocol stack.
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Figure 2: Link layer aggregation for NB-IFOM
Today the 3GPP leg already provides an example of logical link aggregation where multiple EPS bearers (one Default bearer and several Dedicated bearers) are associated with the same IP address (i.e. there are multiple sub-pipes within the same PDN connection pipe). With the link layer aggregation model in Figure 2, it is proposed to simply extend the existing model so that the link aggregation applies across two physical interfaces. In other words, the bearer established over WLAN access becomes just another “sub-pipe” in the overall PDN connection “fat pipe”.
The link aggregation layer in the PGW needs to be able to associate the per-PDN GRE key on the S2-PMIP interface (or the Default bearer’s TEID on the S2-GTP interface) with the Default bearer’s TEID on the S5/S8 interface.

Similarly, the link aggregation layer in the UE needs to be able to associate the per-PDN IPsec tunnel on the untrusted WLAN leg with the corresponding PDN connection on the 3GPP leg.
NOTE: As part of the Rel-12 SaMOG study on trusted WLAN access, a new per-UE per-PDN point-to-point link is being discussed between the UE and the TWAG. When such a point-to-point link is defined, the link aggregation layer in the UE will need to be able to associate the per-PDN point-to-point link identifier on the trusted WLAN leg with the corresponding PDN connection on the 3GPP leg.
Note that the presence of the link aggregation layer does not imply any additional packet encapsulation in the user plane: the link end-points (i.e. UE and PGW) are able to associate the received packets with a specific PDN connection, regardless whether they are received on the WLAN leg or on the 3GPP leg.
NOTE: An additional encapsulation (e.g. Multi-link PPP) would be needed if the UE and PGW were transmitting in parallel on both the WLAN leg and the 3GPP leg e.g. in order to benefit from the combined WLAN/3GPP throughput. The sequence number in the Multi-link PPP header (or equivalent) would allow each endpoint to re-order any out-of-order packets. However, combining throughput of the WLAN and 3GPP legs is a non-goal for NB-IFOM.
Packet transmission occurs as follow:

· When UE has a packet to send on a specific PDN connection, the UE first decides whether the packet will be sent on the WLAN interface or on the 3GPP cellular interface. The UE may use new or existing ISRP rules obtained from the ANDSF or configured locally with a connection manager application. If the packet should be sent on the 3GPP cellular access, the uplink packet filter (UL TFT) is used to bind a packet on a specific EPS bearer. If the packet should be sent on the WLAN access, the packet is forwarded on the IPsec tunnel (SWu) corresponding to this PDN connection;

· When PDN GW has a packet to send on a specific PDN connection, the PDN GW first decides whether the packet will be sent on the S2 interface or on the S5/S8 interface. If the packet should be sent on the WLAN access, the packet is forwarded on the corresponding S2 bearer (identified by the GRE key or the S2 TEID). If the packet should be sent on the S5/S8 interface, the downlink packet filter (DL TFT) is used to bind the packet on a specific S5/S8 bearer.
NOTE: How the PDN GW makes this decision is outside of the scope of the present document. One possibility is that the PDN GW remembers the destination address and port number of the latest uplink packets and uses them to create “reverse” ISRP rules such that downlink packets having the same IP address and port number in the source address and source port number fields are forwarded via the same access. Another possibility is that the UE explicitly signals its ISRP rules to the PDN GW.
It is important to note that in this proposal the bearer established over WLAN access is completely integrated in the PDN connection construct, as if it were any other EPS bearer. This means the following:

· the bearer established over WLAN access shares the same IPv4 address and/or IPv6 prefix as the EPS bearers established over cellular access;

· every user packet, including multicast data packets, is sent on ONLY ONE access at a time;

· there is only one (common) Interface Identifier for the IPv6 link-local address for both accesses;

· there is only one (common) Interface Identifier for the IPv6 global address for both accesses;

· signalling messages that may be sent on multicast link-local address (e.g. DHCP, RA, RS, and other Neighbour Discovery messages) are sent on ONLY ONE access at a time.

Proposal

It is proposed to agree a new Key Issue (UE-PGW link model) for inclusion in TR 23.861.
The proposed key issue applies to all of the following clauses:

· 7.2 IP flow mobility solutions for S2a (PMIPv6)
· 7.3 IP flow mobility solutions for S2a(GTP)
· 7.4 IP flow mobility solutions for S2b(PMIPv6)
· 7.5 IP flow mobility solutions for S2b(GTP)
We trust the rapporteur for finding the best way for inclusion so that it applies to all four cases. According to the recent discussions on the SA2 reflector, the rapporteur will propose two new clauses that are reserved for issues and solutions that are common to more than one flavours of NB-IFOM. The text proposal in this paper assumes that the following common sections (currently this is only a proposal) exist:
· 6.3.1
Network based mobility management issues

· 7.6
Common solutions for network-based IP flow mobility

###################### TEXT PROPOSAL FOR TR 23.861 ####################
6.3
High level issues and design considerations

6.3.1
Network based mobility management issues

The following describes the design issues that are required to be considered when the S2a or S2b GTP/PMIP-based solution (i.e. network-based mobility management) is used to support UE-initiated IFOM. 

Issue#1:  Routing rules installation

For the existing DSMIPv6 UE-based IFOM support, UE imbedded the routing rules in DSMIPv6’s BU which is sent directly to the HA (i.e. PGW). 

For GTP/PMIP network-based mobility management, there is no direct communication support between the UE and the PGW to install the route rules. 

Issue#2:
UE-initiated IP Flow mobility trigger

For the existing DSMIPv6 UE-based IFOM support, UE triggers the IP Flow mobility with explicit indication.  

For GTP/PMIP network-based mobility management, there is no signalling coordination between the UE and the PGW to trigger the UE-initiated IFOM.  

Editor’s Notes: The above issues as stated apply to clauses 7.4 and 7.5.  The issues may apply to 7.2 and 7.3 as well, but study of the GTP-based S2a support for trusted non-3GPP access with seamless offload and flow mobility is deferred until the SaMOG Rel-12 study is completed.  This will be corrected in a future version of this technical report. 

Issue #x: UE-PGW link model

The alternative solutions need to describe how the UE and the PDN GW cope with the fact that the same IP address is assigned on two distinct physical interfaces in the UE. Specifically, the alternative solutions shall clarify the assignment of IPv4 address, IPv6 prefix(es) and IPv6 interface identifiers, handling of multicast packets, including signalling messages that may be sent on a multicast link-local address (e.g. DHCPv6, RA/RS), etc.
###################### NEXT CHANGE ####################

7.6
Common solutions for network-based IP flow mobility

7.6.x
Solutions for Key Issue: UE-PGW link model
7.6.x.1
Solution 1: Link-layer aggregation

7.6.x.1.1
Description

The problem of the same IP address being used on two distinct physical interfaces can be addressed with link aggregation at the link-layer (OSI 2). In reference to Figure 7.6.x.1.1-1, the UE and the PGW need to support a link aggregation “shim” i.e. they need to be able to combine the two underlying physical links so that they appear as a single interface to the IP protocol stack.
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Figure 7.6.x.1.1-1: Link layer aggregation for NB-IFOM
Today the 3GPP leg already provides an example of logical link aggregation where multiple EPS bearers (one Default bearer and several Dedicated bearers) are associated with the same IP address (i.e. there are multiple sub-pipes within the same PDN connection pipe). The link-layer aggregation model in Figure 7.6.x.1.1-1 simply extends the existing model so that the link aggregation applies across two physical interfaces. In other words, the bearer established over WLAN access becomes just another “sub-pipe” in the overall PDN connection “fat pipe”.

The link aggregation layer in the PGW needs to be able to associate the per-PDN GRE key on the S2-PMIP interface (or the Default bearer’s TEID on the S2-GTP interface) with the Default bearer’s TEID on the S5/S8 interface.

Similarly, the link aggregation layer in the UE needs to be able to associate the per-PDN IPsec tunnel on the untrusted WLAN leg with the corresponding PDN connection on the 3GPP leg.

Editor’s note: As part of the Rel-12 SaMOG study on trusted WLAN access, a new per-UE per-PDN point-to-point link is being discussed between the UE and the TWAG. When such a point-to-point link is defined, the link aggregation layer in the UE will need to be able to associate the per-PDN point-to-point link identifier on the trusted WLAN leg with the corresponding PDN connection on the 3GPP leg.

Note that the presence of the link aggregation layer does not imply any additional packet encapsulation in the user plane: the link end-points (i.e. UE and PGW) are able to associate the received packets with a specific PDN connection, regardless whether they are received on the WLAN leg or on the 3GPP leg.

NOTE: An additional encapsulation (e.g. Multi-link PPP) would be needed if the UE and PGW were transmitting packets belonging to the same IP flow in parallel on both the WLAN leg and the 3GPP leg e.g. in order to benefit from the combined WLAN/3GPP throughput. The sequence number in the Multi-link PPP header (or equivalent) would allow each endpoint to re-order any out-of-order packets. However, combining throughput of the WLAN and 3GPP legs is a non-goal for NB-IFOM.
Packet transmission occurs as follow:

· When UE has a packet to send on a specific PDN connection, the UE first decides whether the packet will be sent on the WLAN interface or on the 3GPP cellular interface. The UE may use new or existing ISRP rules obtained from the ANDSF or configured locally with a connection manager application. If the packet should be sent on the 3GPP cellular access, the uplink packet filter (UL TFT) is used to bind a packet on a specific EPS bearer. If the packet should be sent on the WLAN access, the packet is forwarded on the IPsec tunnel (SWu) corresponding to this PDN connection;

· When PDN GW has a packet to send on a specific PDN connection, the PDN GW first decides whether the packet will be sent on the S2 interface or on the S5/S8 interface. If the packet should be sent on the WLAN access, the packet is forwarded on the corresponding S2 bearer (identified by the GRE key or the S2 TEID). If the packet should be sent on the S5/S8 interface, the downlink packet filter (DL TFT) is used to bind the packet on a specific S5/S8 bearer.

NOTE: How the PDN GW makes this decision is handled as a separate Key Issue.
It is important to note that in this proposal the bearer established over WLAN access is completely integrated in the PDN connection construct, as if it were any other EPS bearer. This means the following:

· the bearer established over WLAN access shares the same IPv4 address and/or IPv6 prefix as the EPS bearers established over cellular access;

· every user packet, including multicast data packets, is sent on only one access at a time;

· there is only one (common) Interface Identifier for the IPv6 link-local address for both accesses;

· there is only one (common) Interface Identifier for the IPv6 global address for both accesses;

· signalling messages that may be sent on a multicast link-local address (e.g. DHCPv6, RA, RS, and other Neighbour Discovery messages) are sent on only one access at a time.
7.6.x.1.2
Impact on existing nodes or functionality

Support for link aggregation sublayer in the UE.
Support for link aggregation sublayer in the PDN GW.
�This clause currently does not exist in 23.861, but the rapporteur intends to propose it
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