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Introduction

PCP (Port Control Protocol) has been developed by IETF PCP working group and is about to be published as an RFC. This protocol allows an IP endpoint to control the mappings maintained by a stateful device (e.g., NAT44, NAT64, firewalls) or to ease the traversal of a stateless functions (e.g., stateless NAT64). This document provides an elaboration on why there is a need to control the mappings maintained by a stateful device and to discover the assigned external IP address/port by a stateless function, and why PCP is proposed to be used to address this requirement.

1 Why is there a need to control the mappings maintained by a stateful device?

1.1 Incoming communications

The introduction of stateful devices in core IP networks for the sake of global IPv4 address usage optimization inevitably raises additional address sharing issues in general (see RFC 6269) and, more specifically, the issue related to the delivery traffic to an UE. Such stateful devices include:

· NAT44, largely deployed in mobile networks, 

· NAT64, required when IPv6-only connectivity will be provided to customers,
· Firewalls (for both IPv4 and IPv6 deployments).

As a mitigation of these issues, UE devices should be able to dynamically control stateful devices whenever required, so that specific mappings and pinholes can be established and maintained by the said stateful device accordingly.

1.2 Learn the lifetime of NAT binding

Keep-alive messages need to be issued by UEs so that the corresponding entries of the Binding Information Base (BIB) maintained by a given stateful device will not be removed. Such BIB entries also allow return traffic to be forwarded to the appropriate UE. 

For traffic optimisation purposes and in order to avoid network overload, the UE should be informed of the lifetime of its corresponding BIB entries as maintained by the stateful device. In addition, there is a need to dynamically control the stateful device, so that the lifetime of the UE-specific BIB entries can be managed accordingly, as required by the application embedded in the UE. 

1.3 Benefits related to battery consumption issues

Keep-alive messages may affect the UE battery consumption. When providing an “Always-on” mode, it is required to take care of the battery consumption given the forwarding of keep-alive messages on a regular basis so that UE-specific BIB entries maintained by the stateful device can be kept active. 

To illustrate the importance of keep-alive messages, the following observations may be considered:

· Using short intervals between keep-alive messages has a major impact on the battery consumption (i.e., the decrease of the battery lifetime is significant): the consumption with a keep-alive interval equal to 20 seconds is 29mA (2G)/34mA (3G). This consumption is reduced to 16mA (2G)/24mA (3G) when the interval is increased by 40 seconds, to 9.1mA (2G)/16mA (3G) if the interval is equal to 150s and to 7.3mA (2G)/14mA (3G) if the interval is equal to 180s. When no keep-alive message is issued, the consumption would be 5.2mA (2G)/6.1mA (3G).

Even though RRC channels can be tweaked so that resources can be better used for the sake of battery lifetime optimization, there is still the issue for the UE to acquire the value of the timer that will make a given UE-specific BIB entry expire. Moreover, this approach is not sufficient in the case of UDP-based applications.

 Since the mapping lifetime value cannot be discovered by the UE (client side), a conservative approach may be adopted at the cost of sending frequent keep-alive messages (e.g., for IPsec a default value of 20 seconds is recommended by RFC3948). Moreover, mandating longer UDP timers in NAT devices may jeopardize the efficiency of the global IPv4 address sharing ratio and usage.

This problem worsens if several BIB entries need to be maintained for several services (e.g., IPsec-based VPN service and SIP) or when many applications embedded in the UE need to send frequent keep-alive messages.   

Solutions to avoid making the use of keep-alive messages are required to mitigate this issue.

1.4 Safeguard from NAT sessions hijacking

NAT session hijacking can be avoided if the UE can clear its BIB entries before disconnecting.

1.5 Improve the efficiency of Push Notification Services

Push Notification Services including push platforms are already in use and are promoted by GSMA as a way to reduce keep-alive traffic. Indeed, these Push Notification Services allow maintaining only one a pseudo-permanent connection between the UE and a push platform, instead of one a pseudo-permanent connection for every application running in the UE. However, the single pseudo-permanent connection maintained by the Push Notification Service still relies on keep-alive traffic generated by the UE, and when a NAT or firewall is used in the network, there is no coordination between the generation of this keep-alive traffic in the UE and the bindings in the NAT/firewall. Because of this, Push Notification Services may generate excessive traffic and/or be unreliable. PCP will provide a means to retrieve the configured value or control these mapping (as detailed in § 3.1.2), thus allowing the Push Notification Services to become reliable and be more efficient in terms of signalling and battery consumption.
2
Why PCP?

Several protocols have been designed by various standardization bodies to ease the control of a NAT. Nevertheless, all existing alternatives suffer from several shortcomings. Because of those limitations, the IETF initiated a new Working Group to specify a simple protocol to control an upstream device (e.g., a firewall or a NAT device). PCP was designed to address the following requirements:

· Scalability

· Need to delegate port numbers to requesting applications/hosts to avoid the use of Application Level Gateway (ALG) by a NAT device located in the provider’s network, as ALGs are CPU-intensive and likely to degrade the overall customer’s Quality of Experience.

· Overall performance of the Provider NAT not altered; especially the activation of PCP does not require heavy treatment at the server side.

· Quick convergent Request/Response model.

· No permanent sessions are required to be maintained between the PCP Client and the PCP  Server.

· A host should be able to determine how aggressively a NAT/Firewall will remove an idle connection. This allows the host to reduce its keep-alive traffic for the sake of  the network load optimization. 

· A host can recover its states: detect the reboot of the PCP Server (Epoch value), detect the change of the PCP Server, etc.

· PCP server can be co-located with the PCP-controlled device or be hosted in a distinct node.

· A PCP client can send PCP requests on behalf of terminal devices.

Below are listed some of the limitations of some candidate protocols:

· STUN (Simple Traversal of UDP through NATs)

· Chatty protocol: Keep-alive messages.

· Complication on applications: listen on several port numbers.

· NAT-PMP (Network Address Translation / Port Management Protocol)

· Designed for small NATs.

· No IPv6 support. Target scenarios require IPv6 and IPv4 support.

· No support for managing lifetimes of implicit dynamic mappings. This functionality is met by PCP PEER OpCode.

· Assumes the default gateway is the NAT-PMP device. This is not suitable for deployment where the NAT/Firewall is located further upstream in the network..

· Doesn't provide a lifetime for the public IP address.

· UPnP IGDv1 (Universal Plug’n Play Internet Gateway Device)

· Designed for small NATs.

· No support for IPv6.

· No support for managing lifetimes of implicit dynamic mappings.

· No mechanism for detecting NAT state loss.

· Data model assumes host has complete control of the NAT (e.g., client dictates external port number and  mapping duration).

· Discovery uses multicast, which generates a large amount of signalling traffic that may affect the bandwidth in the access infrastructure.

· XML over TCP is heavy: e.g., requesting an external IP address consumes 42 packets, requesting a port mapping is typically a 14-packet exchange, for a total of 56 packets, compared to 2 packets using PCP.

· UPnP IGDv2

· Designed for small NATs.

· No support for NAT64, or NAT66.

· No support for managing lifetimes of implicit dynamic mappings.

· No mechanism for detecting NAT state loss (PCP "Epoch" time). This has been fixed in UPnP Device Architecture 1.1 but this is optional for IGDv2.

· Data model assumes host has complete control of the NAT (e.g., client dictates mapping duration).

· Discovery uses multicast, which makes it vulnerable to discovering the wrong NAT gateway (though the same protocol could also be used with a different discovery mechanism).

· XML over TCP is heavy.

Conclusion

A WID to introduce the support of PCP as a Rel-12 Feature is proposed in S2-12xxxx.
In order to facilitate the discussions, it may be useful to see the actual changes that will be needed in 3GPP specifications. Therefore, pseudo-CRs showing the current status of the drafting of the expected update, are provided in S2-12xxxx to S2-12xxxx, for information and discussion.
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