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Abstract of the contribution: Taking into account actual patterns of communication, it is proposed to consider that remaining in connected mode could be beneficial.
1. Introduction
Section 5.1.2 in TR23.887 describes the key issue – Frequent Small Data Transmission optimizations. 5.1.2.1 Description of this key issue has the following description. 

Small data transmission may cause the UE to transition frequently between idle and connected state, if the UE is sent to idle mode soon after the transmission of small data is complete. If the UE is kept in connected mode for an extended duration it has impact on UE power consumption and more extensive control plane signalling is required for handovers. 

Accordingly, it is necessary to examine two aspects, 1) transition the UE to idle mode as soon as possible after finishing data transmission, or 2) keep the UE in connected mode for an extended duration after finishing data transmission, in order to optimize the frequent small data transmission. 

This paper discusses this aspect with taking into account traffic patterns practically measured from popular applications (e.g. google talk, facebook, and twitter) running on our terminals.
2. Discussion

Figure 1 shows the practically measured number of packets generated from five popular applications running on the terminal without user interaction for about 11 and half hours. 
As you seen in the figure1, data pattern from the applications are various, so it is not easy to stipulate the applications data as a specified pattern. Our measurement shows that 1) applications on the UE send the data frequently and 2) data transmission interval is not so short to keep the UE in connected mode. Thus, the  frequency of the data transmission and its interval cause frequent UE state change, which results in signaling overhead due to S1-AP/RANAP establishment and release. In our measurements, the average number of UE state transition caused from the data automatically generated on the terminal is about 18 per hour. 
Note: according to the inactivity timer at eNB which releases RRC connection between UE and eNB in case of no data transmission, number of state transition of the UE may be slightly different.
If the traffic generated by user interaction is added to this measured data, the traffric pattern definitely will be more diverse than figure1. 
Therefore, solutions to cover various types of applications data pattern are required. 
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[Figure 1] number of packets generated from five popular applications
Followings are the brief description for the measured applications and setting 

Running Applications and settings

1. Kakao talk (famouse korean messager application which has more than 36000000 subscribers in korea and generates about 158.4TB per month just for keep alive message)

· Keep the TCP connection without refresh

· Keep alive every 10 minutes with 306 bytes 
Note: operator network was crashed down and did not operate for about 3 hours on September 30th.
2. Google talk

· Refresh the TCP connection every 30 minutes

· Keep alive every 15 minutes with 194 bytes 
3. Facebook

· Open and close new TCP connection per every synchronized interval (30 minutes default) with average 247.11 bytes

4. Twitter

· Open and close new TCP connection per every user set periods (15 minutes default) with Average 233.368 bytes

5. Weater widget

· Open and close new TCP connection per every user set periods (15 minutes default) with Average 416.016 bytes

Note: If the user configures the period of the application, the choice of the user has highest priority. 
3. Proposal 

As described above, applications running on the terminal show the diverse traffic pattern. Thus, it is not appropriate to discuss solutions cover specific data pattern of applications. 
In this paper, we propose it is more efficient to keep the UE in connected mode than for the UE to transition to idle mode. It is proposed to find solutions to the problem of managing the UE’s mode so as to achieve an “Optimization point,” to keep the UE in connected mode while minimizing the drawback resulting from long connected mode.
Proposed change
5.1.2.2
Architectural Requirements
The following functionalities are required for the network to handle Frequent Small Data Transmission:
-     The system shall support frequent transmission of small amount of data efficiently with minimal network impact (e.g. signalling overhead, network and radio resources, delay for resource reallocation).

-
The system shall support mechanisms to reduce the high frequency of signalling procedures, e.g. RRC signalling, paging / service request procedures, caused by frequent small data transmission or frequent UE state transition. 
-
The system shall support mechanism to keep the UE in connected mode for an extended duration while minimizing the drawback resulting from the long connected mode.
NOTE: The solutions considered for this key issue should avoid conflict to the goals and requirements for UE Power consumption optimization described in Section 7.1

Editor’s Note: Additional architecture goals for frequent small data transmission optimizations are FFS.
End of Change
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