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Abstract of the contribution: Discusses some architecture considerations for MTC small data.
Discussion
There are substantially different ways to optimize for efficient small data transmission. Before optimizations are made some architectural considerations are essential. One such consideration is:
· Should the optimization be made as a new standalone small data service; or
· Should the optimization be made as a service providing IP based connectivity.

The first case, a new standalone small data service, would not use IP based addressing, but use something different. The standalone Short Message Service (SMS) uses for example MSISDN based addressing. A new standalone small data service would probably use something different, maybe “External IDs. A new standalone small data service would probably also need to be able to address any entity on the Internet. 
The second case, a service providing IP based connectivity, would use IP addressing to route the small data messages between the communicating peers. One could think of two main categories of optimizations for IP based connectivity: 
· Developing a new type of IP based connectivity in parallel to the existing PDN connection concept.

· Doing necessary optimizations of the existing PDN connection for small data transmission; or

Developing a new type of IP based connectivity in parallel to the existing PDN connection concept, such as passing small data in a parallel path from the UE to the SCS (e.g. over NAS, T5 and Tsp) could allow optimizations especially for small data. The drawbacks with this optimization approach are for example, that the UE might need to have an extra IP address (if data is not routed via the PGW). At each given communication situation, both the UE and the SCS would have to decide whether to use the small data path (and its specific IP address) or the normal data path (using its IP address), leading to some of the simplicity of IP communication would be lost. The division between control plane nodes and user plane nodes in the EPC architecture would start to diminish, which might weaken the possibility for optimizing other aspects of the system.  

The last but not the least approach of doing necessary optimizations of the existing PDN connection could include a range of different optimizations. Some only taking affect at small data communication, some being more general applicable. Some optimizations being targeted to MTC communication, some applicable to any kind of communication. Some optimizations enabled on a subscription basis, some enabled by configuration in the UE or the network. Some optimizations even invoked automatically depending on traffic pattern. It is easy to see that the list can be made long. This type of approach would of course also have drawbacks, for example that the chosen optimizations must be carefully selected not to make the network more complex than necessary. However the approach would likely simplify for the communicating peers i.e. the application in the UE and the SCS, as these optimizations would probably to a high degree be transparent to the end points. That is, more being a kind of optimization of the 3GPP “link layer”.
There are difficulties to define exactly what “small data” is (e.g. in terms of packet size, number of packets, burst size, elapsed time between packets, variance, delay requirements, QoS requirements, etc). It is also difficult to define what requirements MTC applications would have on “small data” as there will be a very wide variety of different MTC applications. There is also an evolution to take into account in that applications are constantly being enhanced and by that with time changing their traffic pattern and characteristics. A meter application that one year only sends a single byte of information regularly per day, might next year be updated with a new feature that require 1K of data every hour using a bursty traffic pattern.
This thinking and the thought that one additional communication path for small data would fragment and make the 3GPP system more costly and difficult to use, can lead to the idea that it is probably better to enhance our existing PDN connection and its surrounding support mechanisms. That should also be more in line with one of the overall goals of the MTC enhancements, that is, to make communication over 3GPP accesses low cost and affordable for a wider of different M2M applications. 
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Figure 1: Fragmented communication architecture  

Making the 3GPP system fragmented with several data paths as in figure 2 would fragment the 3GPP system and make it more costly and difficult to use.
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Figure 2: Homogenous communication architecture  

A homogenous 3GPP system with one data path based on IP should make the 3GPP system cost efficient both on the device and network side. The data path could still have various “link” optimizations for different use cases. It would be simpler for application and middle ware developers to use the 3GPP access for MTC communication. The SMS path might also eventually evolve into a control path used for device triggering, device configuration etc. 
Proposal

The following text is proposed for TR 23.887, Machine-Type and other Mobile Data Applications Communication Enhancements.  
Begin New Change
5.1
Small Data Transmission
5.1.1
Key Issue - Efficient Small Data Transmission 

5.1.1.1
Description

Editor's Note:
Describe the key Issue (i.e. problem statement), including technical constraints and interpretations.

Many MTC applications send or receive small amounts of data. This characteristic of MTC application may lead to inefficient use of resources in the 3GPP system. This key Issue identifies the solutions to transmit and receive small amount of data efficiently through 3GPP system. The exact amount that is considered to be small may differ per individual system improvement proposal. It is the amount of data where a specific system improvement proposal still provides its benefits.

For small data transmission it is assumed that data transfer can happen any time when needed by the application. Before the transmission of the small data, the MTC device may be attached to or detached from the network.


There are substantially different ways to optimize for efficient small data transmission. Therefore some architectural considerations are essential:

· Should the optimization be made as a new standalone small data service using a different addressing scheme; or

· Should the optimization be made as a service providing IP based connectivity.

For a service providing IP based connectivity, there are two main categories of optimizations: 

· Developing a new type of IP based connectivity in parallel to the existing PDN connection concept; or
· Doing necessary optimizations of the existing PDN connection for small data transmission.
Developing a new type of IP based connectivity in parallel to the existing PDN connection concept, such as passing small data in a parallel path from the UE to the SCS (e.g. over NAS, T5 and Tsp) could allow optimizations especially for small data. The drawbacks with this optimization approach are for example, that the UE might need to have an extra IP address (if data is not routed via the PGW). At each given communication situation, both the UE and the SCS would have to decide whether to use the small data path (and its specific IP address) or the normal data path (using its IP address), leading to some of the simplicity of IP communication would be lost. The division between control plane nodes and user plane nodes in the EPC architecture would start to diminish, which might weaken the possibility for optimizing other aspects of the system.  
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An approach of doing necessary optimizations on the existing PDN connection could include one or more optimization. The optimization(s) should be carefully selected not to make the network more complex than necessary. Optimizing the existing PDN connection would likely simplify for the communicating peers i.e. the application in the UE and the SCS, as these optimization(s) would probably to a high degree be transparent to the end points peers. That is, this could be seen as an optimization of the 3GPP “link layer”.
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There are difficulties to define exactly what “small data” is (e.g. in terms of packet size, number of packets, burst size, elapsed time between packets, variance, delay requirements, QoS requirements, frequency, etc). It is also difficult to define what requirements MTC applications would have on “small data” as there will be a very wide variety of different MTC applications. There is also an evolution to take into account in that applications are constantly being enhanced and by that with time changing their traffic pattern and characteristics. Therefore each presented optimization solution should be described for what traffic pattern and use case it optimizes. It should also be described what characteristics the optimization has for other traffic patterns and use cases.
Evaluations should consider the aspects of fragmenting the 3GPP system with multiple data paths versus keeping a homogenous communication path. Those aspects affects costs and easy of use.
5.1.1.3
Architectural Requirements

Editor's Note:
Capture agreements on requirements for solving the key issue. This clause may be omitted if deemed unnecessary.

The following functionalities are required for Small Data Transmission:
· It should be based on IP addressing and routing
· It should not require additional IP addresses specifically for small data
· It should be based on an optimization of the existing data path (i.e. the PDN connection)
· It should not affect the communicating end-points (e.g. the application in the MTC device and the SCS). That is, it should be transparent to the communicating end-points if data shall be sent as “small data” or “normal data”.
· The system shall support transmissions of small amounts of data efficiently with minimal network impact (e.g. signalling overhead, network resources, delay for reallocation).
5.1.1.4
Solutions

5.1.1.4.1
Solution : <Solution Title>

5.1.1.4.1.1
General

5.1.1.4.1.2
Impacts on existing nodes and functionality

5.1.1.4.1.3
Solution evaluation

Editor's Note:
Use this section for evaluation at solution level. Evaluation at key issue level is done in a separate clause.
5.1.1.5
Overall Evaluation 

Editor's Note:
Use this section for evaluation of key issues. 
End of Change
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