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Abstract of the contribution: In case of network node failure, it possibly increases the signalling towards the mobile network, which will lead to the network overload. This paper discusses the overload control in case of failure scenario.
Introduction
In case of network node failure, it possibly increases the signaling towards the mobile network, e.g. frequent PDP context deactivation and activation, which will lead to the network overload, especially when a lot of UEs are involved.
This paper discusses such use cases and proposes to include such scenario and some solutions in the TR.
Discussion
The network node failure can be divided into three use cases:
· Core network node failure, e.g. P-GW/GGSN failure.

· Operator controlled service related node failure, e.g. DNS Server failure, AAA Server failure, or OCS failures.

· Operator non-controlled service related node failure, e.g. Web Server failure, Portal Server failure.

For the “core network node failure” and “operator controlled service related node failure” scenario, the overload issue has been discussed during the NIMTC discussion, e.g. refer to S2-113996. The main problem is the UE will be rejected to establish PDP context while the UE retry such establishment periodically, which results in a lot of signaling towards the network node failure.

After several rounds of discussion, it has been agreed to solve the problem reusing the back-off timer solution:
· In case of core network node failure, e.g. P-GW/GGSN failure or restart, the MME/SGSN can be aware of it and performs APN based SM congestion control handling (e.g. sending NAS Deactivate EPS Bearer Context Request message to the UE) to prevent the UE reinitiating bearer activation, which has been approved and specified in TS 23.401 and TS 23.060 (refer to the approved S2-121086).

· In case of operator controlled service related node failure, e.g. DNS server failure, AAA server failure, or OCS failure, the P-GW/GGSN can be aware of it and start NW-initiated Bearer deactivation procedure, and then performs P-GW/GGSN control of overload handling if the UE reinitiating bearer activation, which has been specified in TS 23.401 and TS 23.060.
However, for the third use case, it is a bit different with the above two scenarios.

When such web/portal server fails, the app/UE possibly acts as follows:
· Almost all the apps/UEs will check the server status periodically at the same time, which is in OTT style and transparent for the mobile network, e.g. sending echo packets to the server over the PDP context for path checking.
Even such packet is in transparent to the mobile network, and it will not increase the signaling towards the network directly. But it is possible that the path-checking period does not accord with the radio inactive timer, e.g. longer than it, then such path-checking behavior will cause to a lot of signaling for signaling connection establishment and release.
In addition, the number of such echo packet depends on the number of app client. So if the server has a lot of clients, then it is possible to result in the network signaling overload.
· If the app/UE fails to complete the path-checking, then it is possible for the UE to deactivate and re-activate PDP context or bearer, which will result in larger number of session management signaling from those UEs at the same time. It will result in the network signaling overload.
In order to avoid the overload problem due to the service related node failure, it proposes to ask the P-GW/GGSN to perform path-checking on behalf of UE:
1) When the App/UE fails to connect with the server, the UE notifies the P-GW/GGSN to perform path-checking towards the specific Server. If the P-GW/GGSN receives more than one request for path-checking, it will ignore the rest.
2) When the P-GW/GGSN receives the response from the specific server, it informs the related UEs.
Proposal

It proposes to include the above principle in the TR 23.843 as follows:
**** BEGIN OF CHANGE  ****
6.x
Overload control in case of Node Failure

6.x.1
Introduction

This section addresses solutions aiming to prevent core network signalling overload in case of failure scenario, e.g.:
· Core network node failure, e.g. P-GW/GGSN failure;

· Operator controlled service related node failure, e.g. DNS Server failure, AAA Server failure, or OCS failure;

· Operator non-controlled service related node failure, e.g. Web server failure.
6.x.2
Solution y: Back-off timer
In case of core network node failure, e.g. P-GW/GGSN failure or restart, the MME/SGSN can be aware of it and performs APN based SM congestion control handling (e.g. sending NAS Deactivate EPS Bearer Context Request message to the UE) to prevent the UE reinitiating bearer activation, which has been specified in TS 23.401 [5] and TS 23.060 [6].

In case of operator controlled service related node failure, e.g. DNS server failure, AAA server failure, or OCS failure, the P-GW/GGSN can be aware of it and start NW-initiated Bearer deactivation procedure, and then performs P-GW/GGSN control of overload handling if the UE reinitiating bearer activation, which has been specified in TS 23.401 [5] and TS 23.060 [6].

This solution can not be used in the operator non-controlled service related node failure scenario, as the core network node (e.g. P-GW/MME) can not be aware of service server failure currently, and one bearer is possibly use for several service d.

6.x.2.1
Evaluation

This solution has been introduced into TS 23.401 and TS 23.060 from Rel-10 during NIMTC discussion.

6.x.3
Solution z: UE proxy
If the App client in a UE fails to connect the web server, e.g. no response for the TCP/HTTP request for some time, the UE asks the network node to perform the path checking on behalf of the App client/UE, the preferred network node is P-GW/GGSN, and the App client /UE shall stop the path checking and wait for the response from the P-GW/GGSN.

When the P-GW/GGSN receives the path checking indication from the UE, it keeps those bearers, and start checking the path to specific web server, e.g. sending echo request message to the server periodically and waiting for the response. The P-GW/GGSN sends one echo request to a specific server regardless how many request received from the UEs.

When the P-GW/GGSN receives the response from the specific server, it informs all the UEs which have sent request to it.

6.x.3.1
Evaluation

**** END OF CHANGE  ****
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