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Abstract of the contribution: This paper proposes to remove some FFSs in the HLR/HSS overload notification solution.
Introduction
There are several FFSs in the captured solution 2: HLR/HSS Overload Notification. This paper proposes to solve two FFSs in the solution:
Editor’s Note: It is FFS how the receiving node (MME/SGSN/MSC/VLR) stops the overload notification mechanism
Editor’s Note: It is FFS how the MME/SGSN/MSC handles the UE registration request in this scenario.
Discussion
Editor’s Note: It is FFS how the receiving node (MME/SGSN/MSC/VLR) stops the overload notification mechanism
This solution proposes to introduce explicit overload notification from HLR/HSS in case of overload. Logically, there are two kinds of mechanism to stop such overload notification:
1) The HLR/HSS sends explicit overload stop notification to the associated MME, SGSN or MSC/VLR.

This kind of mechanism has been deployed in the network for overload control, e.g. in the Iu and S1 interface, explicit Overload Start and Overload Stop messages are specified.

2) The HLR/HSS provides a back-off timer together with the overload notification, and the receiver starts a timer accordingly. When the timer expires, it considers the sender has recovered from overload situation.
Both above two mechanisms have been deployed in the network for overload control. The first alternative has been used in Iu and S1 interface, i.e. there has specified explicit Overload Start and Overload Stop messages. The second alternative was introduced during NIMTC discussion from Rel-10, e.g. the P-GW provides a back-off timer to the MME for PDN GW control of overload, in this case, the MME will use this back-off timer from P-GW as input to generate the back-off timer to the UE.
Basically, it should reuse the specified solution for overload control, e.g. the NAS reject solution introduced from R10. In the NAS reject solution, the MME, SGSN probably provides a back-off timer to the UE. So if the HLR/HSS does not provide a back-off timer in case of overload, the MME/SGSN still needs a configurable value, so it is better for the HLR/HSS to provide a back-off timer as what other core network node does.

So, it proposes to introduce back-off timer to stop the overload notification from HLR/HSS.
Editor’s Note: It is FFS how the MME/SGSN/MSC handles the UE registration request in this scenario.
When the MME, SGSN or MSC/VLR knows the HLR/HSS is overloaded, it could reject the NAS request from the UE, which has been specified in the section 6.1.3 in this TR.
Possibly, other solutions could also been applied by the MME, SGSN or MSC/VLR.

However, such solution will not be specified in the section, it proposes to put a reference here.
Proposal

It proposes to update the solution 2 of HLR/HSS Overload Notification solution in the TR 23.843 as follows:
**** BEGIN OF CHANGE  ****
6.2.3
Solution 2: HLR/HSS Overload Notification

Current HLR load control mechanisms use SS7 / MAP mechanisms for throttling traffic per IMSI. HLRs discard messages for MAP operations taking into account the priority of their application context, according to the overload control for MAP entities. However, prioritization is per MAP operation, e.g. the Update Location procedure has higher priority than Purge procedure, and the HLR may discard the Purge handling but process the Update Location procedure in case of overload.
For Diameter, load control mechanisms used are overload signal (3004 DIAMETER_TOO_BUSY) and message discards. These mechanisms are useful to handle transient HSS server overload by load balancing or discarding. However, no feedback is provided to the Diameter clients (SGSN, MME, MSC) to throttle traffic to the HSS to handle a sustained overload condition. 
For both MAP and Diameter application, request throttling is applied per IMSI only and this is not sufficient to handle sustained HLR/HSS server overload. In addition, when the HLR/HSS has to handle a lot of Update Location procedures at the same time, e.g. thousands of UEs register into the network simultaneously; current mechanisms do not provide feedback to clients to slow down traffic. With retry mechanism in MME/SGSN/MSC for Update Location procedure (e.g. TC timer for MAP), the overload situation in the HLR/HSS will be worse if the HLR/HSS just discards messages in case of overload according to current principles. In this case, it will be better if the HLR/HSS can provide overload indication so that the MME/SGSN/MSC could reduce the Update Location request to the overload HLR/HSS.
This solution is limited to addressing overload due to signalling on Diameter based interfaces to HSS and MAP based interfaces to HLR. Network nodes like MME and SGSN can use feedback from HSS/HLR overload notification to limit overloading the HSS/HLR. This can be coupled with existing mechanisms in the core network to limit overall load in the system.
NOTE: Overload of the IP/SS7 transport network itself is not addressed here. This is handled by SCTP flow control for Diameter/SIGTRAN and TCAP/SCCP for SS7 networks. 
When the HLR/HSS detects overload, it could provide the overload indication as follows:
· The HLR/HSS includes an overload indication in each response message to the MME/SGSN/MSC, e.g. Update Location Accept, Update Location Reject or Authentication Answer message. This overload indication is not a per IMSI indication.
· Alternatively, the HLR/HSS sends a dedicated Overload Notification message to the MME/SGSN/MSC which has ongoing message exchange with the HLR/HSS (e.g. ongoing dialog for Update Location procedure).
Editor’s Note: This alternative could be valid for MAP, but not for diameter. In diameter, adding a new command to an existing application implies defining a completely new application, which should be out of the question. So, the only alternative would be adding optional IEs indicating the overload status inside existing messages.
· List of HLR/HSS Ids could also be provided together with the overload indication, so that the MME/SGSN/MSC can reduce the registration only for those UEs whose IMSI leading digits are equal to one of these HLR/HSS Ids.
Editor’s Note: if the IMSI corresponds to another (Home) PLMN how the VPLMN may associate a “List of HLR/HSS Ids” with “IMSI leading digits equal to one of these HLR/HSS Ids” is to be clarified (when an HPLMN opens a new IMSI range or adds a new HSS/HLR, this HPLMN operator should NOT have to warn all its roaming VPLMN partners).
· A back-off timer could also be provided by the HLR/HSS.

When the MME, SGSN or MSC/VLR receives the overload notification from the HLR/HSS, it records the HLR/HSS identified by the HLR/HSS Id is overload, and takes appropriate steps to reduce signaling to the overloaded HLR/HSS. If a back-off timer is provided by the HLR/HSS, then the MME, SGSN or MSC/VLR starts a HLR/HSS protection timer accordingly, otherwise, the HLR/HSS protection timer is started based on a configured value by the MME, SGSN or MSC/VLR. When the HLR/HSS protection timer expires or it receives indication from HLR/HSS that overload condition has eased, it considers the HLR/HSS has recovered from overload situation.
This solution is mainly for the Update Location dialogue. In other words, the HLR/HSS can process other requests (e.g. Notify Request for update APN-PDN GW pair) without overload indication, or discard requests.
Editor’s Note: In Diameter, Update Location and Notify are two different messages; but not in MAP. The Notify Request message, as defined by SA2, has been implemented in MAP with the existing MAP Update Location message. So it may not be straightforward for the HLR/HSS to discard one and not the other based only in the type of message.
The above mechanism can also be applied in a node internal manner without HSS/HLR triggering based on implementation specific mechanism.


If the HLR/HSS overload timer is running, the MME, SGSN or MSC/VLR may initiate the NAS reject solution (refer to 6.1.3) or other handling defined in this TR when it receives the NAS request from UE.
**** END OF CHANGE  ****
3GPP

SA WG2 TD


