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Abstract of the contribution: This contribution proposes some correction updates related to pooled scenarios in clause 5.1 and 5.2.
1
Discussion

In the 23.866 clause 5.1 and 5.2 it is discussed drawbacks with increased transmission efforts between MME eNBs and S-GWs and it is also discussed of low node utilization level of nodes in pooled deployments. Looking into these issues it can also be seen not only drawbacks from pooled deployments but also reduce signalling load by pooled deployments.

Comparing a pooled network with a network with single MMEs serving a number of eNBs the single MME will cover a smaller area compared to the pooled MMEs. In a mobility case with single MME deployment will result in more MME changes compared to a pooled MME and as a result also increased transmission efforts for the case with a single MME.
Putting pooled MMEs in energy conservation mode in off-peak hours due to low node utilization can also have some drawbacks to the total energy efficiency. The whole ideas by pooled nodes are to have an even load distributed between the nodes and also have redundancy in case of MME failure. By putting nodes in energy conservation mode will result in that the active nodes will constantly have a high load also in off-peak hours. In case one MME goes down all the UEs under that node will be moved to a MME in “stand by/ energy conservation mode” which will result in a signalling storm from the target node e.g. registration signalling to HSS. 
2
Proposal 

The following updates are proposed to be captured in TR 23.866:

Start of changes

5.1
Scenario: Pooled deployment of MMEs

5.1.1
Scenario description
The separation into user and control plane network entities enables separate deployments of those network entities. In the scenario described here the user plane network entities are deployed more distributed, i.e. topologically closer to the RAN to optimise the routing and reduce the required transmission resources. The control plane network entities MME are deployed as a pool of MMEs to take advantage from the pooling effects, like better scaling or possibilities to distribute traffic between different nodes.  On the other hand, pooled MMEs will cover a larger geographical area compared to a single MME deployment and therefore resulting in less MME changes compared to a single MME deployment.  As these single MMEs most probably will be deployed at different locations, the single MME deployment will result in increased inter-MME transmission effort compared to a pooled deployment.
A drawback of that pooled deployment of MMEs is that some considerable signalling traffic may occur between eNBs, S-GWs and MMEs. In contrast to the transmission resource gains in the user plane this increases transmission efforts for the control plane as the user plane nodes and the MMEs are deployed at topologically different locations.

Traffic model for Service Request procedures

Editor’s note: A more common place/chapter may be proposed for the next TR version to describe things that may be used for evaluation of different scenarios, like the generic part of the traffic model here.

An interesting procedure of that deployment scenario is the Service Request procedure due to its high rate. The following estimation characterises the required signalling capacity and performance. For this estimation an MME with 1 Mio subscriber capacity is assumed. As a rough estimation it is assumed that only 50 % of the MME’s subscriber capacity is used by attached and active UE. Assuming just 50 % compensates for some percentage of active UEs with lower activity or that some of the Service Requests are initiated for other purposes than just changing to active state. With this compensation it is assumed that each active UE generates a rate of 20 Service Requests per busy hour.

With 20 Service Requests per busy hour and user and 0.5 Mio active users that MME would have 10 Mio Service Requests per busy hour. These are around 2800 Service Request procedures per second. The UE Initiated Service Request procedure has 5 messages belonging to 3 messaging events, i.e. there are about 8400 Service Request related messaging events per second for that MME during a busy hour.

With about 50 octets per signalling message it is about 4.2 Mbit/s each for S1-MME and S11, together 8.4 Mbit/s of signalling traffic for idle to active transition of UEs between eNB or SGW and the pooled MME.

It is FFS whether the assumed 20 Service Requests per UE and busy hour imply usage of URA_PCH.

5.1.2
System enhancements

Enhancements may need to be considered to diminish the signalling traffic drawbacks of the pooled deployment of MMEs.

5.1.3
Evaluation

5.2
Scenario: Energy efficient node utilization through load re-distribution during off-peak times

5.2.1
Scenario description

In this deployment scenario it is assumed that the operator has configured pools of MMEs and/or S-GWs to serve the EUTRAN. These resource pools are typically dimensioned for peak loads. This means that the number of user plane gateways (e.g. S-GW and P-GW) and control plane entities (e.g. MME) deployed and operated are dimensioned according to the maximum number of UEs and their traffic demand.

However, given that most of the time, the load in the network is far from the dimensioned peak rate, plus the fact that during certain times (e.g. night hours), the network load is rather low, operators can expect significant energy saving opportunities through switching unnecessary core network resources/nodes to energy conservation mode when they are not needed. 

5.2.2
System enhancements

In order to allow energy savings by switching unnecessary core network resources/nodes to energy conservation mode during off-peak times, load re-distribution mechanisms are needed that allow the network to move users/sessions from underutilized core network nodes (e.g. P-GW, S-GW, MME) to other nodes.
5.2.2.1 
General

Energy efficient node utilization can be achieved by means of node internal process optimizations or through load re-distribution according to the following basic steps:

1.
Decision to switch unnecessary core network nodes to energy conservation mode: This can be controlled/triggered via the operator’s O&M system. 

2.
Adjustment of the node selection: This ensures that a node which has been selected for suspension mode will not be considered by the node selection function until further notice.

3.
Re-distribution of load: This involves execution of load re-distribution procedures, which allows a node in suspension mode to shift its load to one or more alternative nodes that run in normal mode.

4.
Switch to energy conservation mode: Once the load of a node in suspension mode has been re-distributed, the node can be switched to energy conservation mode.

5.2.2.2
Node Selection Adjustment Procedures

5.2.2.2.1
Serving GW and PDN GW Selection

The PDN GW and Serving GW selection functions are used, according to clause 4.3.8.1 and 4.3.8.2 of 3GPP TS 23.401 [2] respectively, with the extension that gateway nodes operating in suspension mode are not considered.

The MME may be informed about the operational status of the nodes (i.e. normal mode or suspension mode) in one of the following ways:

-
Through O&M, or

-
Based on DNS

5.2.2.3
Load Redistribution Procedures

5.2.2.3.1
Serving GW

Once a Serving GW has been selected for suspension mode, the following behaviour is expected:

-
For idle mode UEs connected to that S-GW, the MME will upon receipt of a Tracking Area Update execute the Tracking Area Update with Serving GW change procedure (according to clause 5.3.3.1 of 3GPP TS 23.401 [2]) – i.e. UEs will be moved to another S-GW that operates in normal mode.

Editor’s Note: The handling of active mode UEs is FFS.

5.2.2.3.2
PDN GW

Once a PDN GW has been selected for suspension mode, the following behaviour is expected:

-
For idle mode UEs connected to that P-GW, the MME will deactivate in a scheduled manner the impacted PDN connections indicating "reactivation requested" as specified in clause 5.10.3 of 3GPP TS 23.401 [2]. If all of the PDN connections of a UE need to be relocated, the MME may initiate the "explicit detach with reattach required" procedure as specified in clause 5.3.8.3 of 3GPP TS 23.401 [2] – i.e. UEs will be moved to another P-GW that operators in normal mode.

Editor’s Note: The handling of active mode UEs is FFS.

5.2.2.3.3
MME

Once a MME has been selected for suspension mode (e.g. triggered via the operator’s O&M system), the following behaviour is expected:

-
The MME notifies all eNBs in the service area about its mode change.

-
For idle mode UEs served by that MME, any subsequent Tracking Area Update will be redirected to an MME running in normal mode based on existing eNB procedures. The target MME will then execute the default Tracking Area Update with MME change procedure (according to clause 5.3.3 of 3GPP TS 23.401 [2]).

Editor’s Note: The handling of active mode UEs is FFS.
5.2.3
Evaluation
It is important to be aware of the potential drawback/risk with proposed solution in section 5.2.2 above, handling of setting nodes into energy conservation mode. 
· There is a possibility of increased signalling load, consuming additional energy, in the event of failure of a concentrated node which is acting as a single point of failure. An example is a failure of an MME causing increased signalling from a new MME in an energy conserved mode. 
· Another limitation by using load re-distribution to move UEs when switching core network nodes to and from energy conservation modes will in itself result in increased transmission efforts. 
End of changes
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