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Abstract of the contribution: This document proposes to base the specification of Overload Control mechanisms in IMS on the overload control mechanism described in draft-ietf-soc-overload-control-08 as a general approach. 
Introduction

SA2 has recently agreed a new WID on IMS Overload Control (S2-121869) with the objective to provide architectural requirements to support overload control in the IMS, with a particular focus on SIP entities. User-to-Network Interface is not part of the work.
In particular, this WID proposes to base the work on solutions resulting from IETF SOC WG where development of SIP-based mechanisms for supporting overload control procedures has reached a significant level of maturity and “Working Group Last Call” is about to be started for two of their WG drafts: 

· draft-ietf-soc-overload-control-08.

· draft-ietf-soc-load-control-event-package-03.
The scope of this discussion paper is to analyse the suitability of these mechanisms for overload protection in IMS and propose an overload control mechanism to be used as a general approach.
Introduction
Overall use cases

The main use cases that are believed to be considered could be summarized as: 

-
Network internal overload control between core functions, e.g., between different CSCFs. 

-
Application Server overload control (i.e., between CSCF and AS).

-
Roaming and Interconnect (e.g., between IBCFs of two different networks).

-
Transit scenarios (e.g., between IBCF and Transit function).
As such, these scenarios could be achieved by one node monitoring the load of the next hop, and by so ensuring that specific nodes are not overloaded.  Use cases such as overload control towards a specific end resource in the network, e.g., a Tele-voting number, are not considered the prime requirement for overload control work. 

Hop-by-hop based overload

The overload control mechanism based on IETF SOC WG solution as described in draft-ietf-soc-overload-control-08, represents a rather light-weight approach, creating very little overhead and enabling its use in scenarios where the overload status needs to be adjusted frequently. According to this method, a SIP server, e.g. S-CSCF, can provide overload control feedback to its neighbours by providing overload status within SIP responses so neighbour nodes can adapt the traffic sent to the overloaded node i.e. by dropping certain amount of messages. 

The overload control status is inherent in SIP signalling not requiring the transmission of additional messages for overload control and thus not increasing traffic or processing burdens in an overload situation. Furthermore, overload status is not conveyed to inactive senders avoiding the transmission of overload feedback to inactive senders, which do not contribute traffic.  
Event packet based control

The overload control mechanism based on IETF SOC WG solution as described in draft-ietf-soc-load-control-event-package-03, proposes a new event package allowing a pro-active overload control mechanism which enables a sending entity to subscribe to the overload status of its downstream neighbours and receive notifications of overload control status changes in NOTIFY requests.  

This approach can be mainly characterized by the fact that overload control information is conveyed decoupled from SIP signalling. New subscriptions to overload status information need to be set up before/while a request is transmitted to a new downstream neighbour and actual overload status information is received via NOTIFY messages, even at neighbour nodes which are inactive. 
This type of mechanism is more suited for use cases such as overload control towards a specific end resource in the network, e.g., a Tele-voting number, and is not that well suited for next neighbour control (and monitoring of proxies). 
Discussion

The main use cases that need to be considered could be summarized as: 

-
Network internal overload control between core functions, e.g., between different CSCFs. 

-
Application Server overload control (i.e., between CSCF and AS).

-
Roaming and Interconnect (e.g., between IBCFs of two different networks).

-
Transit scenarios (e.g., between IBCF and Transit function).
In general, all of the above scenarios can be solved by hop-by-hop overload control mechanism.  The overload control mechanism described in draft-ietf-soc-overload-control-08 would work well for all these scenarios, also ensuring that nodes that today are stateless such as I-CSCF, IBCF etc can still remain stateless and will not require new subscriptions. 
Conclusion and Recommendation

To provide a basic overload mechanism that can cover all different scenarios, and also ensure that the overload control mechanism itself does not introduce additional load and failure scenarios, it is proposed to adopt the overload control mechanism described in draft-ietf-soc-overload-control-08 as a general approach. 
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