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Abstract of the contribution: This contribution proposes to clarify the standalone L-GW architecture that Sxx connection should be able to be established between each H(e)NB and each L-GW in the same Local H(e)NB Network.
1.
Discussion
The architectural requirements for LIPA mobility are quoted from subclause 4.2 as follows:

The solution for LIPA mobility shall allow the UE to maintain session continuity for its LIPA PDN connection(s) to one or several local PDN(s) when moving between H(e)NBs of the local H(e)NB network.

In addition, it is also stated in the same subclause that:
Session continuity for LIPA with mobility between H(e)NBs of the same Local H(e)NB Network shall be supported by means of an L-GW acting as an anchor, a standardized interface between the L-GW and the H(e)NB, and handover procedures from the source H(e)NB to the target H(e)NB.
In the context of handover, the anchor node would not be changed and therefore UE can be served by this node before and after the handover. Considering the fact that there could be more than one L-GW within a single Local H(e)NB Network, we can conclude that it is mandatory to define a connection between each H(e)NB and each L-GW in the whole Local H(e)NB Network, if UE wants to maintain session continuity for its LIPA PDN connection(s).
Furthermore, it is very important to clarify such architectural requirements before considering the candidate solutions. For example, regarding the DNS-based alternative for signalling the L-GW@CN address to the SGSN/MME, as shown in Figure 5.2.2.2.6.1 where DNS uses LHN-ID to determine the L-GW for UE, without such architectural requirements it may result in selection errors. This is because DNS does not know the exact connectivity between each H(e)NB and each L-GW when there exist more than one L-GW in the same Local H(e)NB Network.
Therefore, it is proposed to add some relevant clarification in Architecture solution 1 in subclause 5.2.1.1.1 of TR 23.859 as follows.
Proposed changes to TR 23.859
*************** START OF CHANGES ***************

5.2.1.1.1
Overall description

When a UE requests a LIPA bearer, a PDN connection is established and terminates in the L-GW, where it is assigned an IP address (belonging to the local IP network). As the UE moves around between the H(e)NBs in the local network, it needs to maintain its connectivity to the L-GW in order to keep its IP address and the ongoing services (note that this is also valid in idle mode, since incoming packets may arrive at this L-GW which will buffer them and trigger paging to the S-GW, as already described in Rel-10).

The L-GW is thus the obvious anchor point of the LIPA connectivity to the local IP network. Sxx connection should be able to be established between each H(e)NB and each L-GW in the same Local H(e)NB Network.
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Figure 5.2.1.1.1.1: LIPA mobility with stand-alone L-GW

The L-GW is a new stand-alone logical entity in the local network. It is connected to the S-GW or SGSN via the S5 interface (resp. Gn interface) and to the Home eNodeB (resp. Home NodeB) via a new interface Sxx.
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Figure 5.2.1.1.1.2: Stand-alone L-GW architecture (EPS diagram for HeNB subsystem)
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Figure 5.2.1.1.1.3: Stand-alone L-GW architecture (EPS diagram for HNB subsystem)
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Figure 5.2.1.1.1.4: Stand-alone L-GW architecture (UMTS diagram)

NOTE 1:
The SeGW is optional. For the HeNB subsystem, the HeNB GW is optional. When the HeNB GW is present, the S1-U from the HeNB can terminate at the HeNB GW or directly at the SGW, see TS 36.300 [5].

NOTE 2:
The Iurh HNB-to-HNB interface can also go through the optional SeGW or through the HNB GW, see TS 25.467 [4].
In Rel-11, the L-GW is a separate logical node from the H(e)NB. The procedures defined in Rel-10 over the internal interface between the H(e)NB and the L-GW are not intended to be necessarily reused.

The following issues are FFS:

-
The details of the new Sxx interface between the H(e)NB and the L-GW are FFS. Whether this interface only transports the user plane data or includes also a control plane is also FFS;

-
How the tunnels between the H(e)NBs and the L-GW are established is FFS.

-
How the secure tunnel transporting the S5 interface between the L-GW and the SGW is established is FFS.

-
The procedures for the handover over the Sxx interface are FFS.

*************** END OF THE CHANGES ***************
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