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Abstract of the contribution: This paper discusses aspects of supporting applications with low and normal network access priority on a single UE and derives required functionality to enable this.

Discussion

It is desired to support applications with low and normal access priority on the same UE. This may be multiple separate applications, each with either low or normal access priority, or the use cases and reasoning discussed in CT plenary and described in a liaison identifying the need specifically for enabling to use low and normal access priority by the same application. Diffferent application might use separate PDN connections. Therefore the use cases described in the CT liaison are the more challenging use cases where a single application needs both, access with low and normal priority depending on the application’s conditions. Approaches that support such use cases can be assumed to support then also multiple applications, each of different but not changing access priority.
Some Existing Access Priority Differentiation

Before discussing needed functionality and evaluations it may be useful to look at existing related functionality. In TS 24.008 we find in Annex L the mapping of PS NAS procedure to establishment cause. Similarly, TS 24.301 contains a mapping table in the Annex D.

Considering the non-emergency cases for the Activate PDP Context Request and for the Service Request the UE shall set the RRC establishment cause to the Traffic Class in QoS of the "most demanding" RAB. I.e. it is either ‘Originating Conversational Call’ or ‘Originating Streaming Call’ or ‘Originating Interactive Call’ or ‘Originating Background Call. If Traffic Class in QoS is ‘Subscribed Traffic Class’, then ‘Originating Subscribed traffic Call’ shall be used. 
If we assume PDP contexts / PDN connections with unique “low access priority” for all data of the PDP/PDN we may consider to operate such PDP/PDN in parallel to those different traffic classes above. Under this assumption we might just add another priority level to the existing set of traffic classes and could expand the ranking for the RRC establishment causes to include “delay tolerant (low access priority)”. In the following discussion however also other aspects are considered and evaluated. Considering that the access priority should also adjust for the MM signalling procedures other approaches are preferred as discussed further down.
Discussion of UE’s API 

Applications using just a single access priority may be supported by a separate APN/PDN profile configuration on the UE. The application itself needs no specific or extra fucntionality than just using the specific API and the APN/PDN profile that is configured for the related access priority. The applications don’t need to know about access priority.
The main use cases described are however applications that need alternating low or normal access priority. For those the UE needs to provide an API that allows for differentiating the required access priority. The access priority differentiation may be via the control plane of the API per access request. This may work best when the applications are hosted on the UE/device.

For being future-proof we may need to consider also gateway-UEs/devices, where some local network connects other devices that use the services of the gateway-UE/device. Such scenarios argue for an access priority indication in the user plane, e.g. by packet marking, as the packet networks that are probably used as the local network for the devices are connection-less and usually have no traffic related control signalling.

Discussion of PDN connection type

To get a common solution we consider the most complex case of one application using low and normal access priority. This is also the main scenario described by CT. For such scenarios we may safely exclude using multiple PDN connections to different APNs for a single application. Then following options exist:
1) separate PDN connections to same APN with separate IP addresses
2) multiple bearers of same PDN connection with low/normal access prio
3) alternating low and normal access priority as needed for RAB estabslishment for the same, once established PDN connection that keeps always the NAS priority that was indicated at the time of PDN establishment
4) alternating low / normal access priority of the same PDN connection (setup/release)
5) use the same PDN connection with low/nomal access priority by signalling the change to become low or normal access priority
Option 1) will cause complexity and confusion for UE and network side applications as an application has to manage muliple IP addresses for the same user. 
Option 2) doesn’t fit well for existing bearer concepts as existing filter criteria are not suitable to separate the traffic into bearers when packet marking is used to differentiate the traffic related access priority. Defining filters based on  existing filter criteria TFT brings higher administration efforts for configuring UEs and quite likley affects applications that would be required to implement traffic handling/marking that complies with TFTs. It may be also debated whether the UEs would then have always two bearers established, which might be not preferred. On the other hand, having the default bearer always established with “low acess priority” and establishing the “normal access priority” on demand can cause unfortunate load scenarios. E.g. eletricity meters that operate most the time with a default low access priority bearer would all establish an additional normal access priority bearer when a blackout happens.
If the communcation model implies that the UE establishes the PDN connection only for transferring data and releases the PDN afterwards then option 4) can be used. In this case it may be rather easy to employ the approach described in the CT LS, i.e. to have a UE that is configured for low access priority and override this when data transfer with normal access priority is initiated by the application. Unwanted situations may occur when the PDN is released first after some inactivity time, but the RRC can be released while the PDN is still established. Then it may happen that the established PDN connection is established for “low access priority”, the network starts load control and rejects low access priority RRC requests but the application meanwhile needs access with normal priority. Some effort for PDN release/re-establishment would be needed to cope with such issues.

Option 5) requires that the established PDN connection for low access priority is modified to normal, and then the normal access data are sent. This would at least  imply the addition of a mechanism to change the priority setting of an established PDN connection back and forth between low and normal access priority. If both data classes are present in parallel for transfer then data queuing or dropping is required until the PDN is modified again to the other priority.
For always-on or longer lasting PDN connections option 3) is preferred and developed further in this paper. This is the only approach that may access the network with low or normal access priority on application demand without the risk of having to start with a PDN connection request before data transfer. In the following also other aspects are considered that support such a conclusion.
Discussion of NAS priority indication
So far the “NAS low priority access indication” is used by the network to decide at PDN establishment whether load conditions allow for it. After establishment this indication is not used anymore, but stored in CDRs with the aim to prove that a “low priority device” is used by the subscriber.
The indication in CDRs is not necessarily needed anymore when the device is no longer a “monolithic device” where all signalling is “low access priority”. For a dual-priority device it should not matter anymore whether the CDRs indicate “low priority”. Also not if separate PDN/APN connections are used as we assume that once radio access is granted it is granted for all RABs. E.g. the access permission might be given under network load condition and the access request was for normal priority access bearers or applications in the UE. But even if granted for normal priority access any low access priority applications/bearers are also allowed to transfer data. For dual priority UEs the GGSN/PGW can store only the priority of the NAS request that was indicated for establishing the PDN connection, but cannot verify what RRC establishment cause was used for getting access to radio resources for packet data transfer. Therefore it makes not much sense to record NAS access priority in CDRs for dual priority UEs.
From that we conclude that the “low priority” indication in CDRs has no relevance for dual-priority UEs and there is no need for any access priority in CDRs. However the current practice of recording access priority in CDRs should not change as for “monolitic low access priority devices” when it is also recorded for for dual-priority UEs. For monolitic low access priority UEs all CDRs still need to show “low access priority”. If some use for indicating something in CDRs is found for dual-priority UEs we may indicate e.g. “dual-prio” and perhaps the current flavor low/normal in NAS Requests and CDRs. However so far no real need is identified for this as any indication is valid for dual-priority UEs. 
Independent from its relevance for CDRs for the establishment of PDN connections the NAS access priority handling should be performed also by dual-priority UEs. The dual-priority UE that needs to establish a PDN connection should indicate the NAS access priority that applies at this point in time. I.e. if the UE has normal priority data to transfer it doesn’t indicate any NAS access priority IE. If it has only low priority data or no data to transfer when requesting a PDN connection establishment the UE indicates low NAS access priority. This shall accomplish that in load situations, e.g. when a network node recovers and all UEs try to reestablish their PDN connections immediately, only the dual-priority UEs can be preferred that need normal priority handling at that time. The other dual-priority UEs can get a back-off.
For dual-priority UEs the NAS access priority is only relevant for admission control at the time when a PDN connection is established, but not for CDRs. For “monolithic low access priority UEs” it has also some relevance for CDRs when it it wanted to prove that such a UE is used by the user.
Discussion of RRC priority indication

For dual-priority UEs the RRC establishment cause is derived from the NAS request. If the NAS request that implies establishing RABs, i.e. PDN connection or for a Service Request, is for data with low access priority, the RRC establishment cause is as defined for UEs that are configured for low access priority. If that NAS request that implies establishing RABs is not with low access priority the RRC establishment causes is determined by the highes priority of established PDN connections.
For NAS signalling procedures it migth be cosndiered to apply an RRC priority depending on the characteristics of established PDN connections. I.e. if the UE has only PDN connection of low access priority the UE behaves as a UE configured for low access priority for all signalling. If the UE has other PDN connections, including dual-priority PDN connections, established the UE applies the RRC establishment causes for signalling are as defined for “normal access priority UEs”.
However that may not be the desired behaviour for the use cases described in the LS from CT. A UE that is most the time low priority and needs occasionally some normal priority access or data transfer should use for signalling als rather low access priority most the time. Such a behavior may be accomplished by letting the UE changing between “low access priority behavior” and “normal behavior” depending on needs. The need is determined by the specifics of uplink data to be transferred. A mode change of the UE depending on application need or data specifics should provide clearer conditions and modeling than trying to define handling separately per NAS or service condition. So it is suggested that a UE configured for “low access priority (new mode)” changes to “normal – non low access priority” operational behavior when needed for the application or user plane data. This provides als a clear trigger for MM and SM processes to verify whether there are any pending requests that are delayed due to the earlier low access priority. And to initiate any required procedures that are allowed after the UE becomes “normal access priority”. The UE should return to “low access priority behavior” on request by applications or timer based after the last data transfer of normal priorty data.
Discussion of EAB handling
The UE configured for dual access access priority is likely also configured to apply EAB. The handling that derives the RRC establishment cause applies similarly to EAB. I.e. when the RRC request is determined to be with low access priority then also EAB applies if the UE is configured for EAB. If the RRC request is determined to be other than low access priority then any EAB access restrictions don’t apply for that request.

Discussion of backoff timers
The UE should store whether a reject with back-off timer was received under low or normal access priority condition (for MM and per APN). When it stores a back-off timer as received under low acccess priority condition and the UE’s condition changes to normal priority the UE may send any required access request. As discussed above it is no promising approach to use different APNs/PDNs for the same application. And it is wanted that a UE/application can get access with different priorities. Therefor it is needed that during a back-off time that was for low access priority the UE is allowed to access again when the conditions changed and the UE/applications needs access with normal priority. 
 
Discussion of existing device configuration elements
Do we need new IEs or code points for the device configuration for low access priority or EAB? As discussed above the access priority used per access in RRC and NAS signalling is derived from the priority of the application or data that need uplink transfer. If the UE is configured for low access priority it handles everything with low access priority until application or data require normal access priority handling. We may however need a permission for the UE to change form low access priority to normal procedures. Therefore it seems useful to get a new code point for configuring a UE to apply dual-priority handling. The UE behaves like as configured for low access priority until UE application or uplink data require normal priority handling.

It applies analogously to EAB. If configured for dual-priority EAB the UE is barred by EAB until the UE application or uplink data needs overrule and allow for access requests also when the network indicates EAB conditions.

Summary and Conclusion
It is proposed that “UEs configured for low access priority” can change to normal operations where access priority and RRC establishment handling apply as defined for UEs that are not “configured for low access priority”. For an explicit permission to do that a new code point may be needed for the device configuration.

The dual-priority UE is per default “low access priority” until UE side applications or uplink data require normal access priority handling. Application control or a timer return the UE to low access priority. And the same applies to EAB. The UE may be configured to apply some dual-priority EAB. With that configuration all access requests are liable for EAB until application or user data require a change to “normal access priority operations”. Also here the UE retuns to applying EAB by application control or a timer.
When establishing PDP connections the UE indicates “NAS low access priority” if it is configured for dual-priority and there are no applications or user data requiring normal priority. If the UE’s condition is normal access priority at the time of the PDN connection Request, the UE applies normal access priority, i.e. it doesn’t indicate any NAS priority IE in the request. The CDRs show the NAS priority that was indicated when establishing the PDN connection. Any later data transfer via that PDN connection may be after RAB establishments with low or normal access priority.

The RRC establishment cause for NAS signalling procedures is “delay tolerant(/low access priority)” when the UE follows its dual-priority configuration and there is no request from application or uplink data to change to a condition where normal access priority applies. After the UE changed to apply normal access priority it uses RRC establishment causes as defined for “normal priority operations”. At the change the UE verifies whether MM or APNs are backed-off and the UE initiates any required NAS procedure that was blocked during the low access priority condition. For this the UE stores for each back-off whether it was received under low access priority condition for being able to re-issue any necessary request when changing to normal condition. 
