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1. Overall Description:

SA 2 has reviewed the questions in the LS sent from RAN 2 to SA 1, and, SA2 believe that there are some architectural aspects that should be considered. Consequently, SA2 would like to provide the following information related to RAN 2’s questions:
1) If EAB should be considered for CN overload control, considering there is a Release 10 mechanism for CN overload control based on the RRC Connection Release/Reject mechanism?

SA 2 believe that “throttling load at the source of the load” is a good, general approach to overload control. Relying on a 4 or 6 message RRC Connection Reject/Release signalling mechanism seems to be against such an approach.
SA 2 understands that (for reasonable complexity reasons) a change of PLMN clears the NAS back off timer sent in the RRC Release/Reject. Applications can use manual network selection and might change network when one network rejects them. In such a situation, relying on RRC Connection Release/Reject might be inadequate.
2) How essential it is (e.g. the motivation and use case) to support option 2 for CN overload control, considering that the increase in system information overhead will lead to an increase in system complexity and might impact call setup performance for all users?

a) SA 2 had assumed that SA plenary had given clear guidance on the need for features to support network sharing.

b) SA 2 note that the overload controls need sufficient granularity to permit network entities to handle ‘pent up load’ (e.g. pending periodic RA/TA/LA updates, or data reports) when the original reason for an outage has passed. i.e. Unbarring is a key part of the design.
Different networks/domains may well need to recover at different rates and with different settings (e.g. a now recovered ‘parent’ network for smart meters with non-local SIMs could need to vary the barring for “all roamers”, while the other networks could maintain the bar on “all-out-of group” roamers until the failed network had recovered fully).
c) SA 2 observe that 156 bits of System Information would seem to be comparable to the number of bits needed to page four S-TMSIs. 
3) How often the scenario where multiple CN nodes become congested at the same time and the access network has to apply individual levels of access restrictions for each PLMN could occur?
In future M2M scenarios, if one network fails, then it is highly likely that all of the other local networks will want/need to deploy mechanisms to protect themselves against the devices leaving the failed ‘parent’ network. 
EAB (and ACB) are pragmatic, but imperfect, solutions that cause service degradations. When recovering from an outage, individual operators (and customers/regulators) will not want their speed of recovery to be dictated by the competitor who invested least.
2. Actions:

To SA 1 and RAN 2 groups.
ACTION: 
SA 2 kindly asks SA 1 and RAN 2 to take the above information into account.
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