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Abstract of the contribution: The purpose of this paper is to show that there are no issues foreseen that requires the need for back-off timer in deactivation and/or detach procedures.
Background
For SA2#87 meeting NTT DOCOMO had a discussion paper [1] on back-off timer in deactivation and detach requests and a draft LS proposal [2] on Gi failure issues. (Note: There were also two unhandled CRs, [3] and [4].
During the meeting there were some companies supporting the DP and the LS. The DP was not agreed and noted but the LS were put on email approval. During email approval several companies started to question the LS on unclear problem descriptions, issues and possible solutions and the LS was therefore not agreed/noted. NTT DOCOMO expressed that they will bring this issue back in SA2#88 meeting.
Problem description as described in DP [1]

“When NW-initiated PDN connectivity deactivation happens simultaneously to many devices due to e.g. GGSN/PGW restart, and if such devices require always-on connectivity, those devices would immediately send PDN connectivity request again.  

In Rel-10, SM backoff timer was introduced to restrict SM requests for a given APN, and this could be a potential solution for this problem. However, such event can cause congestion in the network before activating SM backoff timer. To activate SM backoff, the SGSN needs to determine that the SGSN is congested for the APN being requested, then it looks into the user profile to get a timer value allocated for the UE per the APN.  And all of these can easily fail when mass simultaneous Activate PDP Context Request messages arrive at SGSN at once. If activating SM backoff fails and the UEs still try to repeat the same procedure, the situation in the network can get even worse.”
Problem description as described in LS [2]

According to the LS [2] the problem description is due to for example malfunctioning routers on Gi (between GGSN and PDN). The packets sent by the UE can still go through the GPRS/EPC networks but the packets cannot be delivered to the PDN. This would result in unwanted charging for the affected users.
Proposed solution as described in both [1] and [2]

The proposed solution to both of these problems is to include back-off timers in at least:

· Deactivate PDP Context Request (UTRAN/GERAN)
· PDN Disconnect Request (E-UTRAN)
· Detach Request (E-UTRAN)
The request is to correct this in Rel-10.

Discussion
The problem described in [1] is in our view not relevant since massive NAS signalling can be avoided by the SGSN/MME.
In case of GGSN or PDN-GW restart the SGSN/MME can be made aware of this situation and can deactivate any impacted PDP contexts/PDN connections in a controlled way and thus stopping any unwanted charging. If and when the UE will try to re-establish the PDP context/PDN connection the network will use the already specified back-off timer functionality for backing off resource requests. For Idle mode UEs the average return time will be “Periodic RAU/TAU timer”/2 unless restoration procedures apply as described in TS 23.007. In any case anyway the situation can be handled by the SGSN/MME in a controlled way.
NOTE: Restoration procedures are mainly applied for UEs and APNs which depends on mobile terminating services, like for example IMS. It should not be very feasible to apply Restoration Procedures where the intention is to request the UE to re-establish services immediately and at the same time request the UE to back-off the request for the same services for a period of time.

Redirect UE to a different GGSN/PDN-GW, in order to avoid ‘no service’ experience for the user, may also be one appropriate action for the SGSN/MME. However, that should not require any new backoff time, as users want the new connection as quickly as possible and since the network may do these redirects at a steady pace not overloading the network. 
The correct way for the SGSN to address the scenario would be to implicitly deactivate any impacted PDP contexts.
· The SGSN may not perform explicit NAS signaling to the UE.
· The SGSN provides the resulting state in remaining active PDP contexts by providing the UE with the IE "PDP context status".
When the UE attempts to change from idle to connected by Service Request, the SGSN will (in the UTRAN access only) reply with a Service Accept that may include the IE "PDP context status". By that the SGSN is able to inform the UE that some PDP contexts have been implicitly deactivated.
 

The UE may as a consequence of the implicit deactivations attempt to immediately re-establish the PDP contexts. In that case the SGSN has the option to reply with the message Activate PDP context reject and the existing back-off timer.

TS 24.008 provides support and the message Activate PDP context reject includes an optional T3396 with the following description in section 6.1.3.1.3 "Unsuccessful PDP context activation initiated by the MS"
If the SM cause value is #26 "insufficient resources" and T3396 value IE is included:
-
the MS shall take different actions depending on the timer value received for timer T3396:

i)
if the timer value of the timer T3396 indicates neither zero nor deactivated, the MS shall start timer T3396 and:

-
shall not send another ACTIVATE PDP CONTEXT REQUEST message for the same APN that was sent by the MS, until timer T3396 expires, the timer T3396 is stopped, the MS is switched off or the SIM/USIM is removed; and

-
shall not send another ACTIVATE PDP CONTEXT REQUEST message without an APN if the APN was not included in the ACTIVATE PDP CONTEXT REQUEST message, until timer T3396 expires, the MS is switched off or the SIM/USIM is removed;

For a UE that is in connected mode and persistently attempts to execute PDP context related procedures it's just for SGSN to drop it to idle mode and rely on the above.
 

Since Service Request is not used in GSM the remaining option is to provide IE PDP context status by the message RAU Accept. To force the UE to perform the RAU procedure can be solved by SGSN implementation without affecting standards.
TS 24.301 Rel-10 clause 6.5.1.4 ("UE requested PDN connectivity procedure not accepted by the network") contains the similar functionality for MME.

The LS [2] address malfunctioning routers on Gi outside the GGSN and in our view this is also outside the scope of 3GPP. The network deployment and redundancy handling on the outside of 3GPP have to be catered for in that domain. Discarding packets is also a normal operational principle of internet to resolve congestion and users/applications normally react to that situation anyway and stop sending packets when there is no bidirectional connectivity. Unwanted charging of packets not reaching its final destination must anyhow be catered for in subscriber agreements but should be kept to a minimum as when the GGSN/PDN-GW requests to deactivate the PDP Context/PDN Connection it can also stop the charging. 
Conclusion

As the described problem scenarios are already possible to handle with existing functionality the solution can not be regarded as a correction. If there still is seen a need to investigate the optimization of the current functionality it shall be regarded as a new work item. Charging should not be an issue at all because if the PDP Context/PDN Connection can be deactivated by the GGSN/PDN-GW charging can also be stopped no matter if there is an back-off timer related to the deactivation request or not.
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