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Introduction
When an overload condition is identified, the entity in overload can indicate throttling to a requesting entity by including the throttling information in response to the requestor. This is clarified.
There are no interactions with triggering a UE for emergency bearer service.  That handling is removed.

Start of Change
6.59.3
MTC-IWF Load Control to MTC servers
The use of the load control on MTC-IWF is for handling of signalling load and avoiding signalling overload from the MTC servers sending triggering requests to target UEs which may be for a specific application.
The MTC-IWF should detect the trigger signalling load associated with a particular MTC server, a specific application identifier, etc. The MTC-IWF performs the load control based on criteria such as: 

· The ingress/service rate of triggers from a specific MTC server; or

· The aggregate ingress/service rates from all MTC servers; or

· The maximum number of queuing trigger requests from a specific MTC server or all MTC servers for further processing; or

· One or multiple MME/SGSNs indicate congestion to the MTC-IWF; or

· Setting in network management.
The MTC-IWF and MTC servers support the functions to provide load control over the MTCsp interface in the following manners:

·  The MTC-IWF provides the rules/instructions to the MTC server to reduce trigger load by sending an appropriate indication over MTCsp interface (e.g., a failure response to a request from the MTC server) with optional IEs indicating suppression factor, duration, suppression delay or the suppression subcategories, e.g. an application identifier, a priority type, a specific MTC server, a specific TCP/UDP port, etc., to suppress the triggers sending from one or more MTC servers.
·  The MTC-IWF reports the success or failure of the trigger (e.g. due to network congestion) to the MTC server.

·  The MTC server follows received rules/instructions received from the MTC-IWF and/or follow the policies of the MTC subscription to control traffic load of the trigger requests.

With load control mechanism at MTC-IWF, it is anticipated that the trigger load generated by each MTC server to the MTC-IWF is handled well. However under certain circumstances, e.g. network congestion on the MME/SGSNs, The MTC-IWF may be overloaded due to slow forwarding rate of the trigger requests to the congested MME/SGSNs (trigger delivery via control plane). In this case, the MTC-IWF needs to conduct overload control which is detailed in the following subclause 6.59.4 to adjust load control rules/instructions to the MTC servers, as indicated in 6.59.3.
6.59.4
MME/SGSN Overload Control of Trigger Requests to MTC-IWF(s)
To control trigger requests from MTC-IWF that generates trigger loads on the MME/SGSN, the overload control can be achieved by the MME/SGSN invoking the overload control procedure to MTC-IWF over T5b/T5a interface. The MTC-IWF performs the overload control by suppressing trigger requests, e.g. to stop forwarding the stored trigger requests to the next network node, to reject/drop the new arrival trigger requests and send notification message to the MTC server, or to delete the stored trigger request with reporting the trigger failure to the MTC server.

To reflect the amount of trigger load that the MME/SGSN wishes to reduce, the MME/SGSN can sent an appropriate indication over T5b/T5a interface (e.g., a failure response to a trigger submission from the MTC-IWF) with optional IEs indicating the suppression factor, suppression duration, and/or suppressing subcategories, e.g. a specific application identifier, a specific priority type, etc., to reduce the trigger load from the MTC-IWF.
Further, to prevent the network congestion from being exacerbated by UEs that respond to triggers, the network needs to ensure that no UEs is triggered as long as the particular congestion situation remains in the following manners:

-    If the MME/SGSN performs General NAS level Mobility Management Congestion Control or APN based Congestion Control, the MME/SGSN activates MTC-IWF overload control on trigger loads by sending an appropriate indication to the MTC-IWF over T5b/T5a interface with optional IEs indicating suppression factor, duration, suppression delay or the suppression subcategories, e.g. a particular congested APN, an application identifier, a priority type, a specific MTC server, a specific TCP/UDP port, etc. For example, if congested APN information is provided, the MTC-IWF reduces the trigger load of trigger requests for the UE that is targeting at the congested APN (see TS 23.401 subclause 4.3.7.4.2 [5]) by suppressing the trigger requests.

Editor’s note: It is FFS how the network node obtains APN information for the trigger requests. The overload control via MTC-IWF for APN based congestion control may not apply for the case when the trigger is sent transparently.
-    If the MME/SGSN stores the trigger request for a target UE, the MME/SGSN stops forwarding the trigger request to the UE and restart forwarding the trigger request when the network congestion is resolved and the validity time of the trigger is not expired.

-    During an overload situation the MME/SGSN and MTC-IWF should attempt to maintain support for triggering UEs for high priority services.
When receiving an appropriate indication from the MME/SGSNs, the MTC-IWF can suppress the trigger requests from the MTC servers to reduce trigger load by sending an appropriate message over MTCsp interface as indicated in subclause 6.59.3.

The MME/SGSN and MTC-IWF should not suppress trigger requests for high priority services due to network congestion.
When the MME/SGSN is recovering, the MME/SGSN can:

-
send an appropriate message with optional IEs for suppression triggers, or

-
send an appropriate message with new optional IEs that permits more trigger traffic to be carried, or

-
resume handling triggers when the suppression delay is expired, to the MTC-IWF.

6.59.5
Impacts on existing nodes or functionality

· MTCsp interface needs to support signaling suppressing trigger requests between the network node and the MTC server.
· The interface between MTC-IWF and MME/SGSN needs to support triggers suppression.
· MTC server needs to follow the load control rules sending from the MTC-IWF or configured in the MTC subscription.
· MTC-IWF needs to detect trigger load and support load/overload control mechanisms to the MTC servers, and MME/SGSN.
· MME/SGSN needs to initiate overload control on triggers sending from the MTC-IWF when conducting NAS level congestion control.
6.59.6 
Evaluation
Benefits:

·  Enable the MTC-IWF to regulate trigger loads by load/overload control to reduce the trigger signalling from the trigger requests received from MTC servers.

·  Protect network nodes (e.g. MME/SGSN, MTC-IWF) effectively from network congestions due to massive simultaneous trigger requests from MTC servers.
·  Avoid massive individual reject messages responding from a congested network node to the MTC-IWF.
Drawbacks:

-    Existing network node (e.g. MME/SGSN) needs to support the load/overload control function for suppressing trigger load from MTC-IWF due to network overload/congestion.

Others:

1)  Delivery of device trigger information from 3GPP system to UE:
-    Some information, e.g. validity time, priority type, contained in trigger request message may have impact on the handling of trigger suppression.
2)  Submission of device trigger requests from MTC server to 3GPP system:
-    The MTCsp interface supports the protocol for the load control related messages.
-    The MTC server follows the rules/instructions indicated in load/overload control message sending from the MTC-IWF.
-    The MTC-IWF supports load/overload control mechanism based on the detection of criteria or received indication sent from the MME/SGSN.

-    The overload control via MTC-IWF for APN based congestion control may not apply for the case when the trigger is sent transparently.
3)  3GPP system internal handling of device triggers:
-    The network node (e.g. MME/SGSN) supports the overload control mechanism based on delivery of device trigger requests in the control plane (e.g. NAS level congestion control).

-    The  signaling between MME/SGSN and MTC-IWF supports overload control.
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