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Abstract of the contribution: This paper discusses the scenarios which cause NW initiated PDN connectivity disconnection and potential solutions.
1. Introduction
In SA2#87, a discussion paper S2-113996 was reviewed and discussed.However, questions were raised whether NW initiated PDN connectivity deactivation really happens.  This paper tries to list up possible scenarios, and then way forward is proposed.

2. Problem (Scenarios which involve PDN deactivation by the network)

2-1: Scenario 1 / GGSN Restart (and GGSN deactivate PDN connection)

The first scenario is that GGSN release all PDN connectivity upon GGSN restart.  According to 23.007, Subclause 10.1:
After a GGSN restart, all the PDP contexts, the MBMS UE contexts, and the MBMS Bearer contexts stored in the GGSN and affected by the restart become invalid and may be deleted.
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Figure 2-1.1: GGSN Restart and GGSN release PDP contexts

When NW-initiated PDN connectivity deactivation happens by GGSN, simultaneously to many devices due to e.g. GGSN/PGW (which may be dedicated to a specific APN) restart, and if such devices require always-on connectivity, those devices would immediately send PDN connectivity request again.  

2-2: Scenario 2 / GGSN Restart (and SGSN deactivate PDN connection)

The second scenario is that SGSN release all PDN connectivity upon GGSN restart.  According to 23.007, Subclause 10.1:

When the SGSN detects a restart in a GGSN (see clause 18 "GTP-C based restart procedures") with which it has one or more PDP contexts activated, it shall deactivate all these PDP contexts and request the MS to reactivate them. When the SGSN detects a restart in a GGSN with which it has MBMS Bearer context(s) and/or MBMS UE context(s), it shall delete all these MBMS Bearer context(s) and/or MBMS UE context(s).
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Figure 2-2.1: GGSN Restart and SGSN deactivates PDP
The resulting situation is similar to the "Scenario 1" described above.  The difference is in TS23.007 that it is explicitly written that SGSN deactivate these PDP contexts and request MS to "reactivate" them.  Therefore there will be certainly a 'bouncing back' of NAS signalling, which can cause congestion in the network.
2-3: Scenario 3 / Failure on Gi/routers above GGSN

This is a scenario which was discussed in the meeting room in SA2#87.  If RADIUS server, or routers above GGSN between PDN goes terribly wrong and user data / AAA signalling cannot go through, then depending on the configuration GGSN can release PDN connectivity due to the following reasons which cause customer complaints and thus business losses:

- Charging: It is not preferable for operator to keep PDN connectivity when the user packets cannot go through to external PDN.  This is because keeping PDN connectivity means user's uplink packets may still be charged.
- User Experience: Operators, who are keen to provide the best user experience to meet their customers' expectation, would not hold PDN connectivity when it can be sure the service cannot be provided.
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Figure 2-3.1: Something is going terribly wrong on Gi above GGSN
3. Possible Solutions and Analysis
There have been a number of possible solutions raised in the previous discussion:

Alt.1:  Simply stop charging and do not release the bearers

Alt.2:  Make Gi routers/RADIUS servers more robust so that the service interruption never happens
Alt.3:  Selection of different GW upon re-connect, with throttled PDN connectivity release in SGSN
Alt.4:  SM-Backoff in the NW-initiated PDN connectivity deactivation message (as proposed in S2-113396)
Analysis on above 4 solutions:
	
	Pros
	Cons
	Conclusion

	Alt.1: Stop Charging
	- can avoid wrong charging when something goes wrong….
	- user still cannot receive any service unless user re-establish PDN connectivity, or network release PDN connectivity to trigger re-connect.
	Incomplete solution

	Alt.2: More robust routers
	- may avoid the situation described in Scenario 3
	- doesn't really help if GGSN restart (Scenario 1 and 2)
	Incomplete solution

	Alt.3: Throttled release in SGSN
	- can limit the degree of congestion by 'bouncing back' to the manageable level.
	- effectiveness depending on the number of devices attached (see NOTE)
	Solution with limited effectiveness, if the network is huge…

	Alt.4: SM-Backoff
	- can disperse the 'bouncing back' and therefore the degree of congestion will be reduced to the manageable level
	- UE/MME protocol impacts
	A solution to complement Alt.3, providing full effectiveness.


NOTE: Why Alt.3 (Throttling) could only provide limited effectiveness:
The difference between Throttling and SM-Backoff is the timing of 'bounced back' NAS signalling.
When throttling is used, UE can immediately return re-establishment requests and this traffic is not dispersed.  Therefore it is possible that SGSN can still get a great amount of NAS signalling to handle, if the number of PDN connections released is huge.  While SGSN is still running a huge number of throttling timer, acute signalling spike caused by devices which are released could be a real pain.

On the other hand, with SM-backoff CAN disperse the NAS signalling sent from the UE. Therefore, it can help reduce the processing load in SGSN, especially if SGSN processing power is heavily consumed to provide throttling and handling the 'bounced back' NAS requests from the UE.
4. Conclusion
It is still proposed that Rel-10 SM/MM Backoff timer is corrected as follows:

- For GERAN/UTRAN, add SM-Backoff in NW initiated Deactivate PDP Context Request

- For E-UTRAN, add SM-Backoff in NW initiated PDN Connectivity Disconnect Request

For E-UTRAN, if the UE has only one PDN connectivity, then it is actually Detach Request which is sent from the NW to the UE, and this message is an EMM message.  Therefore, in order to solve the problem, an APN-based MM-backoff timer must also be included in the NW-initiated Detach Request.
There are related CRs submitted to this meeting, if these principles can be agreed.
Additionally, throttled PDN connectivity release in SGSN in case of some failure could be added, if SA2 also prefers this approach.
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