SA WG2 Meeting #S2-87
S2-113891

10 - 14 October 2011, Jeju Island, South Korea
[image: image63.jpg]



 Working Text
Broadband Policy Control Framework (PCF)
WT-134 Revision 32

Straw Ballot
dsl2006.400
WT-134
Broadband Policy Control Framework (PCF)
Revision: 32
Revision Date: June 2011 
Notice 


The Broadband Forum is a non-profit corporation organized to create guidelines for broadband network system development and deployment.  This Broadband Forum Working Text is a draft, and has not been approved by members of the Forum.  Even if approved, this Broadband Forum Working Text is not binding on the Broadband Forum, any of its members, or any developer or service provider.  This Broadband Forum Working Text is subject to change.  This Broadband Forum Working Text is copyrighted by the Broadband Forum, and portions of this Broadband Forum Working Text may be copyrighted by Broadband Forum members. This Working Text is for use by Broadband Forum members only.  Advance written permission by the Broadband Forum is required for distribution of this Broadband Forum Working Text in its entirety or in portions outside the Broadband Forum.

This Broadband Forum Working Text is provided AS IS, WITH ALL FAULTS.  Any person holding a copyright in this Broadband Forum WORKING TEXT, or any portion thereof, disclaims to the fullest extent permitted by law any representation or warranty, express or implied, including, but not limited to, any warranty: 
 

(a) of accuracy, completeness, merchantability, fitness for a particular purpose, non-infringement, or title;

(b) that the contents of this Broadband Forum WORKING TEXT are suitable for any purpose, even if that purpose is known to the copyright holder;

(c) that the implementation of the contents of the WORKING TEXT will not infringe any third party patents, copyrights, trademarks or other rights.

By using this Broadband Forum Working Text, users acknowledge that there is no obligation upon Broadband Forum members to license patents that are necessary to implement a Working Text, and such licensing obligations as may exist with respect to Broadband Forum Technical Reports do not attach until a proposed Technical Report is finalized by the Broadband Forum.

Any person holding a copyright in this Broadband Forum WORKING TEXT, or any portion thereof, disclaims to the fullest extent permitted by law (a) any liability (including direct, indirect, special, or consequential damages under any legal theory) arising from or related to the use of or reliance upon this WORKING TEXT; and (b) any obligation to update or correct this WORKING TEXT.

Revision History

	Revision Number
	Revision Date
	Revision 
Editor
	Changes

	0.1
	1/2006
	Jared Rosoff
	First draft

	0.2
	4/2006
	Jared Rosoff
	Q2 Submission Updates 

· Policy Information Model

· Network Policy Model 

· TISPAN Mapping Phase 1

	0.3
	9/2006
	Jared Rosoff
	Q3 Submission Updates 

· Document Reorganized 

· Policy Authoring

· Policy Execution

	0.4
	11/2006
	Jared Rosoff
	Q4 Submission Updates 

· Revised TISPAN Mapping

· Clarified Activation/Provisioning

	0.5
	12/2006
	Jared Rosoff
	Version for Straw Ballot 

	0.6
	2/2007
	Jared Rosoff
	Revamped scope based on straw ballot comments

	0.7
	4/2007
	Jared Rosoff
	New baseline and submission for Q2 2007 meeting in Beijing

	h1.0
	12/2007
	Bill Welch
	Updates from Q307 Meeting

	2.0
	5/2008
	Bill Welch
	Include new Scope as agreed upon during Q407 Beijing meeting dsl2007.395.00

	10.0
	8/2008
	 Bill Welch

Ezer Goshen
	 Updates based on Q208 Montreal Meeting

	10.01
	October, 2008
	Michael Hanrahan
	Update to BBF Template

	11.00
	November 2008
	Bill Welch

Ezer Goshen
	Updates based on Q308 Stockholm meeting

	12.00
	March 2009
	Bill Welch

Ezer Goshen
	Updates based on Q408 Hawaii  meeting

	13.00
	April 2009
	Bill Welch
 Ezer Goshen
	Updates based on A+T interim call on January 29th, 2009

	14.00
	April 2009
	Bill Welch         Ezer Goshen
	Updates based on New Orleans meeting

	15.00
	 June 2009
	 Bill Welch         Ezer Goshen
	 Updates based on Q2 2009 Spain meeting. Added 2009-388, 2009-420, 2009-423, 2009-425 and 2009-479

	16.00
	September 2009
	Bill Welch

Ezer Goshen
	- Editorial update changing “DSL” to “Broadband” where appropriate including Title.  Change PCF to BPCF in document
- And updates from interim call on June 24th, 2009

	16.01
	September 09


	Bill Welch

Ezer Goshen
	Added agreed upon contribution bb20009.714 from WT-134 interim call on August 24th call

	19.00
	November

09
	Bill Welch

Ezer Goshen
	Updates Q3 2009 Meeting –Tokyo-Japan 

	20.00
	January 2010
	Bill Welch

Ezer Goshen
	Updates Q4 2009  Meeting –Budapest-Hungary  

	21.00
	May 2010
	Bill Welch

Ezer Goshen
	Updates Q1 2010   Meeting –Florence   

	22.00
	July 2010
	Bill Welch

Ezer Goshen
	Updates Q2 2010   Meeting –Ottawa   

	23.00
	August 2010
	Bill Welch

Ezer Goshen
	Updated as a result of June 22nd WT-134 SPAC Survey conference call

Agreement was to drop following use cases:

	24
	October 2010
	Michael Hanrahan
	Updated back to BBF template

	25
	November 2010
	Bill Welch

Ezer Goshen
	Updates Q3 2010   Meeting –Hong Kong   

	25
	December 2010
	Bill Welch

Ezer Goshen
	Minor update due to Q3 2010 meeting missed in first round of updates

	26
	January 2011
	Bill Welch

Ezer Goshen
	Updates due to agreements in Q4 2010 Meeting in San Francisco.  But are missing 1226 and 1227.  These contributions will be added in next revision

	27
	January
	Bill Welch

Ezer Goshen
	Added 1226 and 1227: Final updates from Q4 2010 Meeting 

	28
	February
	Bill Welch

Ezer Goshen
	Final edits from adding 1226 and 1227 after feedback from contributors

	29
	February
	Bill Welch

Ezer Goshen
	Updates from WT-134 interim meeting held in Ashburn, VA

	30
	May
	Bill Welch

Ezer Goshen
	Updates from WT-134 Q1 2011 Boston Meeting

	31
	June 2011
	Bill Welch

Ezer Goshen
	Updates from WT-134 Q2 2011 Berlin Meeting

	32
	June 2011
	Michael Hanrahan
Bill Welch
	STRAW BALLOT
Re added Figure 1



Comments or questions about this Broadband Forum Working Text should be directed to info@broadband-forum.org. 

	Editors
	Bill Welch
	Juniper Networks
	bwelch@juniper.net

	
	Ezer Goshen
	BandWD
	goshen@bandwd.com

	
	
	
	

	End-to-End Architecture
 WG Chairs
	David Allan
David Thorne
	Ericsson
BT
	david.i.allan@ericsson.com
david.j.thorne@bt.com

	
	
	
	

	Vice Chair
	Sven Ooghe
	Alcatel- Lucent
	sven.ooghe@alcatel-lucent.com

	
	
	
	

	Chief Editor
	Michael Hanrahan
	Huawei Technologies
	MichaelHanrahan@huawei.com


Table of Contents

141
Purpose and Scope


141.1
Purpose


141.2
Background


141.3
Scope


151.4
Relationship to other Broadband Forum Technical Reports


162
References and Terminology


162.1
Conventions


162.2
References


172.3
Definitions


21Traffic Policy with simple criteria
For this type of Traffic Policy the conditions are Traffic Flow Identifiers as defined in section ‎3.1 (for instance a given source/destination IP address).


242.4
Abbreviations


283
Working Text Impact


283.1
Energy Efficiency


283.2
IPv6


283.3
Security


283.4
Privacy


294
Business Requirements for Policy


294.1
Session-Based Policies


294.2
Non Session-Based Policies


294.3
Wholesale Sessions


314.4
Session Resource Request initiation sources


314.5
Application Admission Control


334.6
Relations between NSP’s and ASP’s


334.7
Bandwidth


334.8
QoS


334.9
Security


334.10
Network Threat Detection


344.11
Multicast


344.12
Routing


344.13
Auditing, Service monitoring and Accounting


344.14
Charging


354.15
Deep Packet Inspection


365
Policy Use Cases


365.1
Layer 1 – 4 Policy and QOS use case


375.1.1
Static Provision – Without Policy Server


375.1.2
Static Pull – Without Policy Server or Policy Decision Point but with AAA Server


395.1.3
Dynamic Push – With Policy Server or Policy Decision Point


405.1.4
5.1.2.4 Dynamic Pull – With Policy Server or Policy Decision Point


415.2
Application Layer Policy Use case


425.2.1
Static Provision – Without Policy Server


435.2.2
Static Pull – Without Policy Server or Policy Decision Point but with AAA Server


445.2.3
Dynamic Push – With Policy Server or Policy Decision Point


455.3
Call Admission Control Use case


465.3.1
Admission Control – Without Generic Admission Control Function


475.3.2
Separate Admission Control – Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node


485.3.3
Unified Admission Control - Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node


505.3.4
Meshed Topology Admission Control - Unicast Admission Control by the BNG Server and Multicast Admission Control the Access Node


505.4
Authentication, Metering and Accounting Policy Use case


515.4.1
Static Provisioning – With NMS/OSS system and Accounting done by AAA Server


525.4.2
Static Pull – Without Policy Server or Policy Decision Point but with AAA Server


535.4.3
Dynamic Push – With Policy Server or Policy Decision Point


545.4.4
Dynamic Pull – With Policy Server or Policy Decision Point


555.5
Home Gateway use case


555.5.1
Static Provision – Without Policy Server but with Auto-Configuration Server


565.5.2
Dynamic Push – With Policy Server or Policy Decision Point


575.6
Application Layer Policy Use case


585.6.1
Static Provision – Without Policy Server


595.6.2
Dynamic Push – With Policy Server or Policy Decision Point


605.6.3
Example flows for Dynamic Push – With Policy Server or Policy Decision Point


615.7
Emergency Services Use Case


625.7.1
Static Provision – Without Policy Server


635.7.2
Dynamic Push – With Policy Server or Policy Decision Point


656
Architecture


656.1
BPCF Architecture


666.2
Policy Enforcement Point (PEP)


676.3
Policy Decision Point (PDP)


676.4
Admission Control Function (ACF)


676.5
AAA Server/PDP implementation examples


676.5.1
Standalone AAA implementation


686.5.2
Combined AAA/PDP implementation


686.5.3
Iinteraction and flow possibilities between BNG, AAA, PDP & USERS-DB repository


706.6
PEP/PDP implementation examples


706.6.1
Centralized Policy Implementation


706.6.2
Integrated Policy Implementation


716.6.3
Distributed Policy Implementation


726.7
BPCF Policy Control Framework Reference Point Architecture


736.8
BPCF Architecture compatibility with TR101 and WT145


736.8.1
BPCF PCF Deployment Functional Architecture Mapping into TR101 Functional Architecture


756.8.2
BPCF PCF Deployment Functional Architecture Mapping into WT145 Functional Architecture


766.9
Policy Controller (PC)


777
Policy Information Model (PIM)


777.1
Policy Information Model Overview


797.2
Relationship between Information Flows and Policy Objects and other Broadband Forum Technical Reports


797.2.1
Policy Information Model relationship to other Technical reports


817.3
Information Flow Structure for Broadband Domain Logical Functions


817.3.1
Information Flow Objective


817.3.2
Policy Information Flow Structure


847.3.3
Network Logical Functions


867.3.4
Policy Information Model Elements and requirements


877.3.5
Policy Information Model Messages between PDP to PEP over R Reference Point


997.3.6
QoS Information Identifier


997.3.7
QoS


997.3.8
enum


997.3.9
This property identifies a set of specific QoS parameters that define the authorized QoS


997.3.10
TR-59 R62, R147, R148


997.3.11
TR-092 R-6-11


997.3.12
TR-101 R172


997.3.13
WT-134, R-34, R-35


997.3.14
TR-177 R-37


1167.4
Policy Information Objects Definitions


1167.4.1
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3060 with no Modifications


1177.4.2
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3460 with no Modifications


1187.4.3
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3644 with no Modifications


1187.4.4
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3670 with no Modifications


1207.4.5
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3060 with Modifications


1207.4.6
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3460 with Modifications


1207.4.7
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3644 with Modifications


1207.4.8
Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3670 with Modifications


1217.4.9
New Policy Information Model Objects


1237.4.10
New Policy Information Model Associations and Aggregation Names


1247.4.11
Vendor proprietary extensions


1247.5
Types of Policy


1247.5.1
Traffic Policy


1247.5.2
Control Policy


1258
Relation to Broadband Forum Standards


1258.1
TR-059


1268.2
TR-069


1278.3
TR-101


1278.3.1
TR-101 Overview


1278.3.2
TR-101 requirements related to the BPCF


1278.4
TR-144


1288.4.1
Overview of TR-144 requirements related to the BPCF


1308.5
TR-147


1329
Relation to NGN Standards


1329.1
ETSI TISPAN RACS


1329.1.1
Functional description


1329.1.2
Overview


1339.1.3
Admission Control


1349.1.4
Traffic Policies


1359.1.5
Support of architectural requirements


1369.2
ITU-T NGN


1369.2.1
Overview


1379.2.2
Architecture Summary


1399.3
3GPP


1399.3.1
Overview


1409.3.2
PCC ARCHITECTURE from 3GPP Rel-8 onwards


1429.3.3
Support of architectural requirements


14310
Informative Example Applications


14310.1
Enforcement of Traffic Policies based on Traffic Flow Identifiers


14310.2
Enforcement of Traffic Policies based on application-level criteria


14310.3
Enforcement of Policies based on subscriber identity


14410.4
Enforcement of Policies based on other business criteria


14410.5
Change of policies within a subscriber session


14510.6
Web redirect and filtering use case example


14510.7
Tiered Internet with Boost use case example


14710.8
Video on Demand with Capacity Admission Control use case example


14810.9
CAC for unicast and mcast on the access line use case


14910.10
CAC for unicast and mcast on the network use case


15110.11
Provisioning and subscriber moving use case


15110.12
QoS with Rich Communication Services use case


15310.13
Volume caps or quota per subscriber Use case


15410.13.1
Volume charging per destination Use case


15410.14
Fair use policy Use case


15510.15
Volume quota control use case


15610.16
QOS and accounting for Value added Services use case


15610.17
Home Gateway use case for Policy


15810.18
Emergency Services Use Case


15810.18.1
Parameter Exchange


15810.18.2
Priority Clarification




List of Figures

32Figure 1 Application Admission Control


38Figure 4 Layer1-4 Policy and QoS use case Static Pull without Policy servers


38Figure 5 Layer1-4 Policy and QoS use case Static Policy provision on access line via ANCP


40Figure 7 Layer1-4 Policy and QoS use case Dynamic Pull with Policy server


41Figure 8 Application Layer Use case


42Figure 9 Application Layer Use case Static Provision Without Policy Server


43Figure 10 Application Layer Use case Without Policy Server or Policy Decision Point but with AAA Server


44Figure 11 Application Layer Use case Dynamic Push


45Figure 12 Call Admission Control use case


46Figure 13 Call Admission Control Links


46Figure 14 Call Admission Control Use case Without Admission Control Function


47Figure 15 Call Admission Control Use case Multicast Admission Control in Access Node


48Figure 16 Call Admission Control Use case Separate Admission Control – Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node


49Figure 17 Call Admission Control Use case Unified Admission Control - Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node


50Figure 18 Call Admission Control Use case Separate Admission Control Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node


51Figure 19 Authentication, Metering and Accounting Policy Use case


52Figure 20 Authentication, Metering and Accounting Policy Use case With NMS/OSS system and Accounting done by AAA Server


52Figure 21 Authentication, Metering and Accounting Policy Use case Without Policy Server or Policy Decision Point but with AAA Server


53Figure 22 Authentication, Metering and Accounting Policy Use case With Policy Server or Policy Decision Point


54Figure 23 Authentication, Metering and Accounting Policy Use case Dynamic Pull with Policy Server


55Figure 24 Home Gateway Use case


56Figure 25 Home Gateway Use case Without Policy Server but with Auto-Configuration Server


57Figure 26 Home Gateway Use case With Policy Server and ACS


58Figure 27 Application Layer Use Case


58Figure 28 Application Layer Use Case Static Provision Without Policy Server


59Figure 29 Application Layer Use Case With Policy Server or Policy Decision Point


61Figure 30 Example Flows for Dynamic Push With Policy Server or Policy Decision Point


62Figure 31 Emergency Services Use Case


62Figure 32 Emergency Services Use Case Static Provision Without Policy Server


63Figure 33 Emergency Services Use Case With Policy Server or Policy Decision Point


65Figure 34 BPCF Centralized Deployment Functional Architecture


66Figure 35 BPCF Distributed Deployment Functional Architecture


68Figure 36 Standalone AAA implementation


68Figure 37 Combined AAA/PDP implementation


69Figure 38 Interaction and flow possibilities between BNG, AAA, PDP & USERS-DB


70Figure 39 Centralized Policy Implementation


71Figure 40 Integrated Policy Implementation


72Figure 41 Distributed Policy Implementation


73Figure 42 BPCF Reference Point Architecture


74Figure 43 BPCF Reference Point Architecture mapping into TR101 Architecture


75Figure 44 a.b BPCF Deployment Functional Architecture Mapping into WT145 Functional Architecture


79Figure 45 PIM relationships to TR-101 & TR-147


80Figure 46 PIM relationships toWT145


83Figure 47 PIM- Basic Structure


84Figure 48 Function Output as Information Source to Other Functions


85Figure 49 Broadband Domain Elements & Interfaces


87Figure 50 PIM Messages between PDP to PEP over R Reference Point


125Figure 51 BPCF Relation to Broadband Forum Standard TR-059


127Figure 52 : From TR-069


128Figure 53 Broadband Multi-service Reference Model


131Figure 54: from TR-147


132Figure 55 Relations to Other NGN standards- RACS Functional Architecture


135Figure 56 Mapping RACS on the TR101 architecture


138Figure 58 RACF Example Implementation Architecture


140Figure 59 : Relations to Other NGN standards PCC architecture for a non-roaming case


141Figure 60: Relations to Other NGN standards PCC architecture for home routed roaming


142Figure 61 Mapping of 3GPP PCC to TR-101 architecture


145Figure 62 Web redirect and filtering use case


146Figure 63 Tiered Internet with Boost use case


147Figure 64 Time Based Policy use case


148Figure 65 Video on Demand with Capacity Admission Control use case


149Figure 66 CAC for unicast and mcast on the access line use case


150Figure 67 CAC for unicast and mcast on the network use case


151Figure 68 Provisioning and subscriber moving use case


152Figure 69 QoS with Rich Communication Services use case


152Figure 70 VoIP use case


155Figure 72 Volume quota control use case


156Figure 73 QOS and accounting for Value added Services use case


157Figure 74 Home Gateway use case for Policy




Executive Summary

WT-134 defines a framework for the definition, execution and management of Policies to control Broadband Multi-Service Network resources. The normative section of this Working Text specifies a Policy Information Model that is the basis for policy authoring and execution and a set of Functional Elements that facilitate the management and execution of policies. 

1 Purpose and Scope

1.1 Purpose

The BROADBAND Policy Control Framework specifically addresses the following capabilities: 

· Authoring and cataloging of BROADBAND network service offerings based on Policies 

· Dynamic activation and management of those cataloged network services

Alignment of BROADBAND network capabilities with architectures, interfaces and protocols specified in generic NGN standards

1.2 Background

Numerous documents within the Broadband Forum mention “Policies” and “Policy Servers” as an architectural component.  References exist in TR-058, TR-059, TR-098, TR-101, TR-102 and TR-144, some with dedicated sections related to policy and policy management. Despite such prolific use of these concepts and widespread statements of requirements, the Broadband Forum has not agreed upon definitions for Policy or Policy Management. 

Simultaneously, several industry initiatives have been developing their own NGN architectures. A key feature of these architectures has been the development of policy and policy management architectures, interfaces and procedures. Such architectures include, but are not limited to the ITU-T, ETSI TISPAN, ATIS, 3GPP and 3GPP2. Each of these architectures provides varying approaches to a common goal of providing support for NGN applications over a broadband access network.  

The Broadband Forum has not yet adopted one of these solutions as a preferred architecture and has not yet offered its own contribution towards selecting, interoperating, augmenting, or replacing any of these architectures. In fact, recent work often cites the need to align the Broadband Forum’s standards with multiple 3rd party NGN standards (e.g. WT-144). 

1.3 Scope

WT-134 provides a foundation for an end-goal of the Broadband Forum, namely to develop physical network architectures and element-specific requirements for policy management and control in Broadband multiservice networks.   Specific protocols and capabilities for reference points identified in this Working Text will be addressed in follow-on documents.

WT-134 augments the Broadband Forum’s Broadband Multi-Service architectures, including TRs – 059, 101, 102 and WT-144, with an integrated approach to policy management and control. It uses business requirements as a tool to identify the features of Broadband Multi-Service network architectures that it may be appropriate to control by means of policy, and provides a framework and reference points for such policy management and control. The relationship between the Broadband Forum approach and various external Standard Development Organizations (SDOs) policy and NGN efforts is also described as well as the integration of features to allow the broadband multiservice network to work with generic NGN architectures. These features are then architected and exposed through an information model.

This Working Text defines the Policy Information Model that will be adopted by the Broadband Forum. It is the goal to develop a Policy Information Model based on existing standards, and to also provide any necessary extensions to address the aforementioned business requirements, and define a general extensibility scheme to meet future requirements.   This Working Text will provide common terminology as well as the information model for supporting policy-based management and control. 

In summary, this Working Text provides business requirements for policy and control, and sets the foundation for follow-on Broadband Forum work that will develop the full network architecture and network element requirements relating to policy and control.

1.4 Relationship to other Broadband Forum Technical Reports 

This Working Text consolidates requirements from various existing Broadband Forum references to form an integrated view of current business and technical requirements for policy and policy management. 

Specifically, this Working Text builds on existing requirements from the following sources 

· TR-058 – Multi-Service Architecture and Requirements 

· TR-059 – Architectural Requirements for the support of QoS-Enabled IP services

· TR-092 – BRAS Requirements 

· TR-101 – Migration to Ethernet DSL Aggregation 

· TR-102 – Service Interface Requirements for TR-058 Architectures 

· TR-144 – Broadband Multi-Service Architecture & Framework Requirements
· TR-147 - Layer 2 Control Mechanism For Broadband Multi-Service Architectures
2 References and Terminology 

2.1 Conventions
In this Working Text, several words are used to signify the requirements of the specification. These words are always capitalized. More information can be found be in RFC 2119. 
	MUST
	This word, or the term “REQUIRED”, means that the definition is an absolute requirement of the specification.

	MUST NOT
	This phrase means that the definition is an absolute prohibition of the specification.

	SHOULD
	This word, or the adjective “RECOMMENDED”, means that there could exist valid reasons in particular circumstances to ignore this item, but the full implications need to be understood and carefully weighed before choosing a different course.

	SHOULD NOT
	This phrase, or the phrase "NOT RECOMMENDED" means that there could exist valid reasons in particular circumstances when the particular behavior is acceptable or even useful, but the full implications need to be understood and the case carefully weighed before implementing any behavior described with this label.

	MAY
	This word, or the adjective “OPTIONAL”, means that this item is one of an allowed set of alternatives. An implementation that does not include this option MUST be prepared to inter-operate with another implementation that does include the option.


2.2 References

The following references are of relevance to this Working Text. At the time of publication, the editions indicated were valid. All references are subject to revision; users of this Working Text are therefore encouraged to investigate the possibility of applying the most recent edition of the references listed below. 
A list of currently valid Broadband Forum Technical Reports is published at www.broadband-forum.org
	Document
	Title
	Source
	Year

	[1] TR-058
	Multi-Service Architecture and Framework Requirements
	Broadband Forum
	2003

	[2] TR-059
	DSL Evolution – Architecture Requirements for the Support of QoS-Enabled IP Services
	Broadband Forum
	2003

	[3] TR-092
	Broadband Remote Access Server (BRAS) Requirements Document
	Broadband Forum
	2004

	[4] TR-101
	Migration to Ethernet-Based DSL Aggregation
	Broadband Forum
	2006

	[5] TR-102
	Service Interface Requirements for TR-058 Architectures
	Broadband Forum
	2006

	[6] TR-144
	Broadband Multi-Service Architecture & Framework Requirements
	Broadband Forum
	2007

	[7] TR-147
	Layer 2 Control Mechanism for Broadband Multi-Service Architectures
	Broadband Forum
	2008

	[8] RFC 2753
	A Framework for Policy-based Admission Control
	IETF
	2000

	[9] RFC 3198
	Terminology for Policy-Based Management
	IETF
	2001

	[10] Y.1541
	Admission Control Priority Levels in Next Generation Network
	ITU-T
	2006

	[11] Draft Q-Series Supplement 61
	Evaluation of Signalling Protocols to Support Y.2171 Admission Control Priority Levels
	ITU-T
	2010

	[12] WT-145
	Multi Service Broadband Network Functional Modules and Architecture
	Broadband Forum
	

	[13] WT-178
	Nodal Requirements for WT-145
	Broadband Forum
	


<< TODO: The contents of this section will mostly re-use definitions from normative references>> 

2.3 Definitions
The following terminology is used throughout this Working Text.
Bandwidth on Demand 
The ability to change the access bandwidth allocated in response to applications, specific network connectivity, or the user’s desire to upgrade his/her bandwidth.
Quality of Service (QoS) 
Quality of Service or QoS refers to the nature of the different types of traffic delivery provided, as described by parameters such as achieved bandwidth, packet delay, and packet loss rates. Traditionally, the Internet has offered a Best Effort delivery service, with available bandwidth and delay characteristics dependent on instantaneous load. There are two different types of QoS mechanisms: 

Relative QoS: this term is used to refer to a traffic delivery service without absolute bounds on the achieved bandwidth, packet delay or packet loss rates. It is used to handle certain classes of traffic differently from other classes. 

Guaranteed QoS: this term is used to refer to a traffic delivery service with certain bounds on some or all of the QoS parameters. These bounds may be hard ones, such as those encountered through such mechanisms as RSVP. Other sets of bounds may be contractual, such as those defined in service level agreements (SLAs).
NOTE: Within this Working Text (and all derivative documents), the generic terms “QoS” and “QoS on Demand” will be used to describe the general concept of differentiated traffic delivery implemented by means of traffic parameters, without regard to any specific parameter or bound / guarantee. Wherever possible, the qualifying adjectives “Relative” and “Guaranteed” should, at a minimum, are used when describing the needs of a particular service. Ideally, the full definition of the QoS requirements of an application or service should define the various parameters (priority, delay, jitter, etc), any boundaries and the type of boundaries (engineered or contractual) involved.


QoS on Demand: 
The ability to request the QoS capabilities described above in an on demand fashion. This includes both relative and guaranteed QoS.
Multicast: 
The ability to provide multicast groups to achieve optimized multipoint delivery for multicast applications, like audio and video distribution, to improve efficiency of network resources.
Downstream 
The direction of transmission from the regional network to the Access Node and from the Access Node towards the end user.
Upstream 
The direction of transmission from the end user to the Access Node and from the Access Node towards the regional network.
BRAS 
The BRAS is a Broadband Network Gateway and is the aggregation point for the user traffic. It provides aggregation capabilities (e.g. IP,
PPP, and Ethernet) between the access network and the NSP or ASP. Beyond aggregation, it is also an injection point for policy management and IP QoS in the access network.
Broadband Network Gateway (BNG)
 IP Edge Router where bandwidth and QoS policies may be applied.
Policy 
A set of rules to administer, manage, and control access to network resources.
Policy Decision Point (PDP)

A logical entity that makes policy decisions for itself or for other network elements that request such decisions.
Policy Enforcement Point (PEP)
A logical entity that enforces policy decisions.

Traffic Policy


Policies for which the execution trigger is the arrival of a data packet, and for which the action(s) constitutes some form of processing of this packet before it is forwarded to another device.
Control Policy


Policies for which the execution trigger is an explicit control-plane event (e.g. a signaling event, a timer expiry event, etc.), and for which the action(s) does not entail the processing of a forwarded data packet, are known as control policies.
Policy



A policy is a set of rules which governs the choices in behavior of a system. A policy is comprised of conditions and actions, where conditions are evaluated when triggered by an event. A policy is attached to a target and in the context of a target, if a condition evaluates to true, then the associated actions are executed. A system that supports the execution of policies exposes methods to provision, update and delete these policies. Further, it provides methods to activate and deactivate policies against the targets of policy supported by the system. The execution of policies may result in the provisioning or activation of policies on interconnected systems. This is known as policy delegation.
Condition


A condition in its most general form is any expression that can evaluate to true or false. A condition is often referred to as a match criterion (i.e. if a specific criterion is met/matched, then the associated action(s) will execute).
Action



Actions within a policy are generally domain specific. For example, there could be some actions that are applicable to executing a security related policy and there could be some actions that are applicable to executing a QoS/bandwidth-management policy (e.g. guaranteeing minimum rate or low latency behavior).
Events



As noted earlier, the notion of an event provides the trigger for evaluating a condition. In some contexts the trigger mechanism for evaluating a condition (i.e. an event) can be implicit and thus an explicit event cannot be observed. For example, when a policy applies to traffic traversing a network device (e.g. a traffic policing feature is applied to traffic identified by a certain 5-tuple), the condition is typically some match criterion based on the value(s) of some field(s) in a packet and the implicit triggering event is the arrival of a packet (i.e. the condition is evaluated on each packet at the time of arrival of the packet). In other contexts, however, it is important to have an explicit event to trigger the evaluation of a condition because in the absence of such a trigger there is no basis for knowing when to evaluate the condition.
Flow and Flow Traffic Identifier
A flow is defined as the ensemble of traffic matching a given combination of the following criteria called Traffic Flow Identifier:





•
Physical interface





•
Ethertype





•
Ethernet VLAN-ID, ATM VPI/VCI, MPLS label





•
Source/destination MAC address





•
Source/destination IPv4 or IPv6 address





•
PPPoE Session ID





•
802.1p, DSCP, MPLS EXP





•
Source/destination TCP/UDP ports





•
Protocol type from the IP header





•
Other information included in each packet





Each packet of traffic individually carries the information which allows determining if it matches or not a given flow definition. Only in the case of application-level criteria, it could be necessary to consider the correlation between several packets.

Session



There are two types of sessions:

· Subscriber Sessions, including both Layer 2 (PPP Sessions) and Layer 3 (IP Sessions as defined in WT-146)  

· Application Level Sessions, such as a voice call, a VOD session, a gaming session or a P2P session.

Correlation between several packets may be required to determine which session these packets belong to. For instance the login of a subscriber is not carried by each packet, and TCP/UDP ports used by a peer-to-peer application can vary. 

Traffic Policy
A Traffic Policy is a policy for which the execution trigger is the arrival of a data packet, and for which the action(s) constitutes some form of processing of this packet before it is forwarded to another device.

A traffic policy is defined by both:


· A set of conditions which describe what traffic the policy must be applied to.

· A set of processing actions to be applied when the conditions are met (either security rules like allow/block or QoS/bandwidth-management policy like prioritize/shape/etc).

Traffic Policy with simple criteria
For this type of Traffic Policy the conditions are Traffic Flow Identifiers as defined in section ‎3.1 (for instance a given source/destination IP address).

Traffic Policy with complex criteria
For this type of Traffic Policy, the conditions can include information that is not carried by individual packets, for instance:

a.
The owner of the session the traffic is associated with

b.
The volume consumption of a subscriber (e.g.: is his quota exhausted?)

c.
The type of access line (e.g.: xDSL or FTTx, "home" access line or "visited" access line)

d.
P2P traffic to be detected by DPI functionality

Here are some examples of Traffic Policy of this type

•
All the traffic for user@ISP must be shaped at 10 Mbps

•
All the traffic of subscribers who downloaded more than 5 GB last 30 days must be blocked

•
P2P traffic must be throttled to 3 Mbps between 8pm and 10pm per subscriber

Control Policy
A Control Policy is a policy for which the execution trigger is an explicit control-plane event (e.g. a signaling event, a timer expiry event, etc.), and for which the action(s) does not entail the processing of a forwarded data packet.

A Control Policy is defined by both:

· A set of conditions which describe the event which triggers the execution of the policy actions.

· A set of actions to be applied when the conditions are met, including (but not limited to):

· Terminate a session

· Request a subscriber's re-authentication

· Trigger the involvement of another PDP

· Trigger the activation of other policies (either Traffic Policies or Control Policies)

Here are some examples of Control Policy definition and actions:

· All requests to open a subscriber session must be validated by the authentication process

· The maximum session duration for user@ISP is 24 hours

· When an emergency session is detected, a new policy is activated denying all new session except if involving a specific destination (e.g. a PSAP).

Policy Enforcement Point
PEP (Policy Enforcement Point) is a logical entity that enforces policy decisions (source: RFC 3198).

Note that a Traffic Policy can be enforced only on traffic that matches all the conditions of the Traffic Flow (i.e. all other complex criteria, like user credentials, have to be previously translated into Traffic Flow Identifiers).

Local Policy Decision Point (LPDP)

A logical entity that makes a local policy decisions for itself and may ask a higher level PDP for overriding policy decision (Source: RFC 2753)
Network Element or Node 

A Physical entity that forwards traffic A logical entity that makes a local policy decisions for itself and may ask a higher level PDP for overriding policy decision (Source: RFC 2753)
Policy Server


A physical device that contains the PDP entity and does NOT contain the PEP entity.  This physical device is most often some type of network server with PDP software.  This physical device can be dedicated to the purpose of PDP entity or generalized and used for other purposes.
Congestion Point


  Is a physical or logical point in the network where traffic congestion can occur.  Physical congestion points include Ethernet port and DSL local loop.   Logical congestion points include ATM VC, ATM VP, Ethernet VLAN, Ethernet SVLAN and MPLS LSP.  Traffic congestion happens on egress when sum of ingress aggregated traffic is larger than available physical or logical transmit bandwidth.

AAA Client function


 A logical entity that sends authenticating, authorizing and accounting requests to an AAA Server function.  The AAA Server receives requests for authenticating, authorizing and accounting from a logical entity.  An example of AAA client function contained with a network node is a Network Access Server (NAS) as described in RFC 2865 and 2866.  An example of AAA client function from BBF TRs is embodied in the BRAS of TR-059 and the BNG of TR-101.
AAA Server function


A logical entity that is the Server in the client-server relationship that replies to AAA Client Authentication, Authorization and Accounting requests. AAA server function is responsible for receiving user connection requests, authenticating the user, and replying back to AAA Client function with Accept or deny response.  The AAA Server function can return as part of this reply some or all configuration information necessary for the AAA client function to deliver service to the user.  An AAA server function can act as a proxy client to other AAA server functions or other kinds of authentication servers.  This AAA Server function does not contain any business logic other than basic authentication. 
An example of AAA server function is contained with a RADIUS server as described in RFC 2865 and 2866.  A physical device that contains AAA Server function entity.  This physical device is most often some type of network server with AAA Server software.
AAA Server


 A physical device that contains AAA Server function entity.  This physical device is most often some type of network server with AAA Server software.
AAA Protocol


 A communications protocol that supports exchange between AAA Client and Server functions.  Examples of AAA protocols include RADIUS, DIAMETER, 
Policy Rule


Set of information enable the identification of a service and providing parameters for policy control
Static Policy Rule


Predefined policy rule on the PEP. Static pre policy rule  could be activated / deactivated on the PEP by the PDP request sent from the PDP to the PEP

Dynamic Policy Rule

Policy rule for which the definition is provided from the PDP into the PEP via the R reference point
Event report


A notification message sent from the PEP to PDP, which include information, of an event which occurs that corresponds with an event trigger
2.4 Abbreviations
This Working Text uses the following abbreviations:

	3GPP 
	3rd Generation Partnership Project

	AAA 
	Authentication, Authorization, and Accounting

	ADSL 
	Asymmetric Digital Subscriber Line

	API 
	Application Program Interface

	A-RACF 
	access-resource and admission control function

	ASP 
	Application Service Provider

	ATIS
	Alliance for Telecommunications Industry Solutions

	ATM 
	Asynchronous Transfer Mode

	BE 
	Best Effort

	BNG 
	Broadband Network Gateway

	B-NT 
	Broadband Network Termination

	BoD 
	Bandwidth on Demand

	BRAS 
	Broadband Remote Access Server

	CoS 
	Class of Service

	CPE 
	Customer Premises Equipment

	CPN 
	Customer Premises Network

	DHCP 
	Dynamic Host Configuration Protocol

	Diffserv 
	Differentiate Services

	DLC 
	Digital Loop Carrier

	DS1 
	Digital Signal level 1 (1.544 Mbps)

	DSCP
	Differentiated Services (Diffserv) Code Point

	DSL 
	Digital Subscriber Line

	DSLAM 
	Digital Subscriber Line Access Multiplexer

	EF 
	Expedited Forwarding

	ETSI 
	European Telecommunications Standards Institute

	IEEE 
	Institute of Electrical and Electronics Engineers

	IETF 
	Internet Engineering Task Force

	IGMP 
	Internet Group Management Protocol

	IKE 
	Internet Key Exchange

	IMS
	 IP Multimedia Subsystem

	IP 
	Internet Protocol

	IPSec 
	Secure Internet Protocol

	ISP 
	Internet Service Provider

	ITU-T 
	International Telecommunications Union – Technical

	ITU-T
	International Télécommunications Union - Telecommunication Standardisation Sector

	L2TP 
	Layer 2 Tunneling Protocol

	LDAP 
	Lightweight Directory Access Protocol

	LSP 
	Label Switched Path

	MAC 
	Medium Access Control

	MPEG 
	Motion Pictures Expert Group

	MPLS 
	Multi-Protocol Label Switching

	MS/MD 
	Multi Session / Multi Destination Service

	NAPT 
	Network Address Port Translation

	NG-DLC 
	Next Generation Digital Loop Carrier

	NGN 
	Next Generation Network

	NSP 
	Network Service Provider

	OSPF 
	Open Shortest Path First

	PC 
	Personal Computer

	PCMM 
	PacketCable Multimedia Specification

	PHY 
	Physical Layer

	POP 
	Point of Presence

	POS 
	Packet over SONET

	PPP 
	Point-to-Point Protocol

	PPPoA 
	Point-to-point Protocol over ATM

	PPPoE 
	Point-to-Point Protocol over Ethernet

	PVC 
	Permanent Virtual Circuit

	QCIF 
	Quarter Common Intermediate Format

	QoE 
	Quality of Experience

	QoS 
	Quality of Service

	RACS 
	Resource and admission control subsystem

	RADIUS
	 Remote Access Dial-In User Service

	RBN 
	Regional Broadband Network

	RFC 
	Request for Comments

	RG 
	Routing Gateway or Residential Gateway

	RSVP 
	Resource reservation Protocol

	RT-DSLAM 
	Remote Digital Subscriber Line Access Multiplexer

	SIP 
	Session Initiation Protocol

	SLA 
	Service Level Agreement

	SLO 
	Service Level Objective

	SOA 
	Service-Oriented Architecture

	SOAP 
	Simple Object Access Protocol

	SONET 
	Synchronous Optical Network

	TE 
	Traffic Engineering

	TR 
	Technical Report (Broadband Forum)

	TV 
	Television

	VC 
	Virtual Circuit

	VCC 
	Virtual Circuit Connection

	VLAN 
	Virtual Local Area Network

	VoD 
	Video on Demand

	VoIP 
	Voice over Internet Protocol

	VP 
	Virtual Path

	VPC 
	Virtual Path Connection

	VPN 
	Virtual Private Network

	WFQ
	Weighted Fair Queuing

	WT 
	Working Text

	XML 
	Extensible Markup Language


3 Working Text Impact

3.1 Energy Efficiency 
WT-134 has no impact on Energy Efficiency. 
3.2 IPv6

WT-134 has no impact on IPv6. 
3.3 Security

WT-134 has no impact on Security. 

3.4 Privacy

WT-134 has no impact on Privacy.. 

4 Business Requirements for Policy 

A great number of the high level business requirements for policy have already been captured in existing Broadband Forum documents including TR-058, TR-059, TR-092, TR-101, TR-102 TR-147 and TR-144. This section references and re-affirms these existing requirements while introducing several additional requirements. 
4.1 Session-Based Policies 

The BPCF supports policies that are associated with access network sessions (e.g. PPP, IPoE, and VPN). 

R-1. The BPCF SHOULD be able to interact with network connection establishment


R-2. The BPCF MUST support Policy Change requests originated from Applications after connection establishment.


R-3. The BPCF MUST support policies that apply to individual access network sessions 


R-4. The BPCF MUST support policy evaluation that is triggered by the change in state of an access network session 


R-5. The BPCF MUST support policies that apply to aggregate of access network sessions sharing logical interface/layer 2 interface/DSL loop
R-6. The BPCF MUST support policies that apply to logical interface/layer 2 interface based on individual access network session policy  when multi access network sessions share a logical interface/layer 2 interface.

4.2 Non Session-Based Policies 

R-7. The BPCF MUST allow policy changes independent of access sessions
4.3 Wholesale Sessions

TR-059 and TR-101 provide support for multiple backhaul (e.g. A-10 interface) architectures including 

· ATM 

· Ethernet 

· L2TP 

· IP

Depending on the wholesale model employed, the regional BROADBAND operator will have limited ability to control the characteristics of the user’s connectivity. For example, if the RAN is providing an ATM backhaul service, it is not possible to provide a L4 QoS service for a user of that service.  

R-8. The BPCF MUST support policies applied to L2 access sessions such as ATM or Ethernet backhaul services.
R-9. The BPCF MUST support policies applied to L3 access sessions such PPP, IPoE, VPN. 

R-10. The BPCF MUST allow ASP/NSP applications the ability to request policy changes and resources from the network without in-depth knowledge of service provider’s network equipment type.

R-11. The BPCF MUST allow ASP/NSP applications the ability to query the status of these policy changes and resource requests without in-depth knowledge of service provider’s network equipment type.
R-12. The BPCF MUST allow ASP/NSP applications the ability to request policy changes and resources from the network without them having to have in-depth knowledge of network topology and network state.

R-13. The BPCF MUST allow ASP/NSP applications the ability to query the status of these policy changes and resource request without in-depth knowledge of network topology and network state
R-14. The BPCF MUST allows secure and controlled access by NSPs and ASPs to Policy Control infrastructure

R-15. The BPCF MUST support L2 sessions establishment.

R-16. The BPCF MUST support the use of the S-VLAN and C-VLAN to determine the owner NSP and the appropriate egress A10-NSP interface, including any associated backhaul tunnel.
R-17. The BPCF MUST be able to provide policies for the backhaul tunnel indentified in R-16.

Editors Note: Aaccording to HK meeting notes bbf2010.905 cont RY,RZ ( which are R 16 and R17 here ) should be validated with WT145 before integration into the document and additional requirements may be needed.
4.4 Session Resource Request initiation sources

R-18. The BPCF MUST support Policy Change requests initiated by end users at their customer premises 

R-19. The BPCF MUST allow ASP/NSP applications the ability to request policy changes and resources from the network. 

R-20. The BPCF should be aware of network resource status to make proper policy and Admission control decisions

R-21. The BPCF should process network status events (e.g. events from Network elements and Operational support systems). 

R-22. The BPCF MUST support time based policy changes
4.5 Application Admission Control 

The BPCF enables applications that will participate in the active allocation of network resources through signaling integration. The BPCF enables the operator to control the acceptance of application traffic into the network based on policy rules. 

The decision criteria that lead to a successful admission control decision may include both network and business rules. 

A key aspect of the network based decision by the BPCF is the allocation or use of network bandwidth in part of the network where congestion can occur.  The BPCF must use this network resource based view and business rules to determine if a particular application request can be honored or rejected.   

Congestion occurs in the network at points where connections are aggregated.    Congestion can happen at different points in the network.  Congestion can happen in Access network or in core facing links from BNG perspective.  Congestion points are directional where congestion happens on egress when packets are transmitted from device.  This is when sum of traffic aggregated is larger than available bandwidth.

Understanding the status of congestion points in the network and their Service impact allows Service providers to perform Application Admission Control for Services like Video on Demand, IPTV and other bandwidth intensive services.

  SHAPE  \* MERGEFORMAT 
Figure 1 Application Admission Control

R-23. The BPCF MUST support policies that control authorization of application traffic 

R-24. The BPCF MUST support network capacity admission control for the flows 
           indicated by the application.

R-25. The BPCF’s admission control SHOULD support pre-emption of existing 
           reservations based on a priority scheme  

R-26. The BPCF MUST support business authorization of application requests (e.g. 
           time of day, group membership, etc…) 

R-27. The BPCF MUST allow activation of another policy as a condition of a first 
           policy (e.g. in order to authorize a particular media flow, some charging policy 
           must be activated).

R-28. The BPCF MUST support correlation of the following information: application 
           requirements (e.g. bandwidth, QoS, etc.), available bandwidth for the subscriber 
           based on the subscription and current bandwidth usage, network topology, and the 
           available network capacity in making admission control decisions for a new 
           session

           Note: this does not necessarily imply real time measurement of network usage.           

R-29. The BPCF MUST support dynamic adjustment of reservation capacity to the current 
             network topology and available bandwidth

R-30. The BPCF MUST support a reservation model based on a static view of the relevant part 
             of the topology and allowed bandwidth.

R-31. The BPCF MUST NOT be limited in its ability to perform bandwidth reservations to a 
              specific network topology. More specifically, topologies with alternate traffic delivery 
             paths (multipath) MUST be supported.

R-32. The BPCF MUST support automatic re-establishment of bandwidth reservations 
              impacted by network failure.

R-33.  In the case of a denied bandwidth reservation request for the BPCF MUST support the 

 ability to find alternate ways of granting the request.  This does not imply the involvement 
              of BPCF in business logic to achieve this.
4.6  Relations between NSP’s and ASP’s

R-34. The BPCF MUST allow for different policy decisions based on the relationships    
           between NSP’s and ASP’s
4.7 Bandwidth

TR-59 and TR-101 specify a variety of bandwidth management features. The BPCF enables policies to control the allocation of bandwidth resources in the access network. 

R-35. The BPCF MUST support policies that control bandwidth allocation of TR-59 and TR-101 based access network resources

4.8 QoS 

TR-59 and TR-101 specify a variety of L2 and L3 QoS features. The BPCF enables policies to control the allocation of QoS resources in the access network. This includes the ability to dynamically control the set of active QoS policies. 

R-36. The BPCF MUST support policies that control QoS of TR-59 and TR-101 based access network resources

R-37. BROADBAND Policy Control Framework MUST support policy changes at all levels of scheduler hierarchy
4.9 Security
The broadband access includes network capabilities designed to protect the network from malicious users. The BPCF enables dynamic control over these features based on policies authored by the carrier. 

R-38. The BPCF MUST include policies that control security features of the access network

4.10 Network Threat Detection 

Policy may control the response of the network to threats such as flood attacks, security breaches or virus infection. Inclusion in the BPCF enables these security policies to be integrated with the application delivery policies. 

R-39. The BPCF MUST include policies that control response to network intrusion events 

4.11 Multicast 

Multicast is an important capability of TR-101 and must be fully exploited by the BPCF. Multicast replication policies allow the carrier to specify how and where multicast replication will occur based on policy. 

R-40. The BPCF MUST allow control over multi-cast replication for individual multicast groups

4.12 Routing 

TR-058 presumes multiple neighboring network partners including retail service providers, network service providers, application service providers as well as enterprise networks.  The BPCF can control the routing of access session traffic to and from each of these destinations. 

R-41. The BPCF MUST allow control over routing policies for individual access sessions
4.13 Auditing, Service monitoring and Accounting
R-42. The BPCF SHOULD generate Auditing, Service Monitoring and Accounting information
R-43. The BPCF MUST be able to receive accounting start, interim and stop radius messages coming from the AAA or from the BNG.

The BPCF would use the accounting starts and stops radius message as a notification of subscribers log in and out.


R-44. The BPCF MUST be able to use AAA radius field attributes in the accounting starts, interim and start messages for policy decisions.  

The BPCF would use the AAA radius field attributions to understand the service attributes of each subscriber session.  

(Example relevant AAA Attribute:  Attribute name: Service-Type describes the type of service to be provided for the end user).

4.14 Charging 

TR-058 identifies several charging models for service access. Support must be considered for pre- and post-paid services as well as pay-per-use and subscription (flat-rate) services. This includes both the reporting of actual service utilization as well as enforcement of quotas related to the time or volume of service utilization. 

R-45. The BPCF MUST allow control over charging aspects of access sessions and their application flows 

4.15 Deep Packet Inspection 

Practical broadband deployments increasingly today include components that provide L4-7 deep packet inspection facilities. It is prudent for the BPCF to include this capability. 

R-46. The BPCF MUST allow traffic policy conditions that include L4-7 classifiers 

R-47. The BPCF MUST support policy evaluation that is triggered by detection of a L4-7 flow 

R-48. The BPCF MUST support interaction with the DPI function

5 Policy Use Cases 

h
10) Network load triggered Policy 6.18

11) Accounting Policy 6.22.1, 6.22.2

12) Multi-Domain Policy 6.24

5.1 Layer 1 – 4 Policy and QOS use case

In TR-101 we have the following network architecture pictured below and each node as specific Policy Enforcement Point capabilities and QoS capabilities.  In general terms, the BRAS/BNG and RG are Layer 3 devices and responsible for upstream and downstream QOS.   The BRAS/ BNG and RG are also IP multicast replication points. The Access Node/DSLAM and Aggregation switch are layer 2 devices and provide IP multicast replication points.
Please note the following diagrams will show a nodal view with a Policy Server as PDP.  The PDP can be integrated into network node or the function can standalone and be referred to as a Policy Server. For example, the PDP can be integrated into BRAS/BNG that also contains PEP function.   See section 5.3.2 Integrated Policy implementation.
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This high level use case could be used for any of the following more specific use cases:
· Bandwidth Boost for fast uploads or downloads

· QOS on Demand 

· Parental control or personal firewall
· Network infrastructure protection – Denying access to particular parts of network (filtering).
· Prioritization of particular traffic types into different traffic classes

This high level case can be handled by using static or dynamic policy methods.   The following diagrams explore these methods

5.1.1 Static Provision – Without Policy Server
In this example the Static Policy and or QOS configuration is provisioned locally using some type of Command line or remotely using some type of NMS or OSS system.  
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	Static Provision – Without Policy Server or Policy Decision Point

	Capabilities
	This type of Policy deployment option is a set and forget type model.  All nodes are configured with a particular policy and QoS configuration and this configuration does not change over time.  Changes are made via NMS, OSS or ACS type systems.  All necessary policy and QoS configuration attributes are local held within the nodes. 

	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify their Policy or QoS configurations in a secure and controlled manner or for these changes to be processed in real time or on a service-session basis. In some cases this can also lead to a non-optimized use of network resources because of the use of generic QoS rules. Similarly this may also inhibit/prevent some services being delivered to the subscriber

Moreover the installation into a Node of subscriber-specific Policy or QoS configuration (e.g.: subscriber profile) make it difficult to support nomadism or trickier to support network rearrangements.  


5.1.2 Static Pull – Without Policy Server or Policy Decision Point but with AAA Server 
Here is an example where static Policy and QOS configuration is provisioned when PPP or IPoE session starts on BRAS/BNG.  The Policy and QOS configuration is provided as part of RADIUS accept message in response to RADIUS authenticate message for the PPP or IPoE session. 
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Figure 4 Layer1-4 Policy and QoS use case Static Pull without Policy servers
Here is an example of where static Policy is provisioned on access line on AN/DSLAM via ANCP interaction with BNG and then AAA interaction between BRAS/BNG and AAA Server.  As specified in TR-147, The BNG/BRAS will send a Port Configuration Request to an AN to configure the Multicast ACL Policy configuration on the local loop access port.  The BRAS/BNG is trigged to send the Port Configuration Request based on establishment of PPP, PPPoE or IPoE sessions.
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Figure 5 Layer1-4 Policy and QoS use case Static Policy provision on access line via ANCP
	Static   Pull – Without Policy Server or Policy Decision Point but with AAA Server

	Capabilities
	This type of policy deployment allows policy and QoS configuration information to be centralized under an AAA Server. 

It also allows Policy and QoS configuration information to change over time based on particular events related to subscriber sessions: typically the start or end of a PPP or IP session, but also other events such the change of DSL sync rate or a new multicast membership, etc. These triggers could cause some Nodes in the network to interact with AAA Server which can provide a different policy response.

This type of policy deployment can be used in conjunction with "Static Provision – Without Policy Server" deployment option



	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify their Policy or QoS configurations without requiring a session state change. In particular, if the only trigger for a Policy or QoS update is the beginning of a subscriber session, the act of dropping and re-establishing the session can cause applications communication issues.  The application communication may need to be restarted.

Even though other triggers for a Policy or QoS update could be supported, they are likely network-driver triggers (e.g. with ANCP) and they can hardly be application-driven triggers. 


5.1.3 Dynamic Push – With Policy Server or Policy Decision Point
This is an example of a dynamic push from Policy Server.  Radius COA messages use this type of dynamic push from Policy Server to a BRAS/BNG.
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	Dynamic Push – With Policy Server

	Capabilities
	This type of Policy deployment option allows applications and subscribers to interact directly or indirectly with Policy Server to allow dynamic real time changes to be made.    For example a subscriber would interact with Web Portal and request additional bandwidth for short period of time.  There is no requirement for sessions to be dropped and re-established (or network-driver triggers to occur) as is required in the Static   Pull – Without Policy Server but with AAA Server Policy deployment option. 

This type of policy deployment can be used in conjunction with Static Provision – Without Policy Server deployment option and Static Pull – Without Policy Server but with AAA Server deployment option.



	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


5.1.4 5.1.2.4 Dynamic Pull – With Policy Server or Policy Decision Point

This is an example of a dynamic pull from service provider network. It could be triggered by L2CM.
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Figure 7 Layer1-4 Policy and QoS use case Dynamic Pull with Policy server
	Dynamic Pull – With Policy Server

	Capabilities
	This type of Policy deployment option allows BRAS/BNG pull the required QoS information dynamically from policy server. For example, the BRAS/BNG will dynamically full the policy from policy server in multicast resource control scenario or in multicast conditional access and admission control scenario.

	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


5.2 Application Layer Policy Use case

In TR-101 we have the following network architecture pictured below and each node as specific Policy Enforcement Point capabilities and QoS capabilities.  In general terms, the BRAS/BNG and RG are Layer 3 devices and responsible for upstream and downstream QOS.   The BRAS/ BNG and RG are also IP multicast replication points. The Access Node/DSLAM and Aggregation switch are layer 2 devices and provide IP multicast replication points.  

The TR-101 architecture does not define a node or function to prioritize or recognize application level traffic above the traditional IP five tuple classification.  For example, the traffic classification found in TR-101 BNG would not be able to distinguish between web page traffic transported over HTTP on TCP port 80 and Video traffic transported over HTTP on TCP port 80.   

The diagrams below have add this function as separate node but this function could also be integrated into existing network element such as a BNG.  From this point forward function will be referred to as deep packet inspection or DPI.

Please note the following diagrams will show a nodal view with a Policy Server as PDP.  The PDP can be integrated into network node or the function can standalone and be referred to as a Policy Server. For example, the PDP can be integrated into BRAS/BNG that also contains PEP function.   See section 5.3.2 Integrated Policy implementation.

Please note the DPI function and PDP could be integrated together in a new network node or into an existing node.   For example, the DPI function and PDP can be integrated into BRAS/BNG.
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Figure 8 Application Layer Use case 

This high level use case could be used for any of the following more specific use cases:

· Associate  video streaming over Http with a given QoS Class

· Redirect Http traffic to provide Web based authentication

· Redirect Http traffic to notify subscribers of suspended service due to overdue payment

· Redirect Http traffic to provide self service registration for new subscriptions

· Network based Web filtering to filter out harmful or objectionable content from children

This high level case can be handled by using static or dynamic policy methods.   The following diagrams explore these methods

5.2.1 Static Provision – Without Policy Server

In this example the Static Policy and or QOS configuration is provisioned locally using some type of Command line or remotely using some type of NMS or OSS system.  
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Figure 9 Application Layer Use case Static Provision Without Policy Server

	Static Provision – Without Policy Server or Policy Decision Point

	Capabilities
	This type of Policy deployment option is a set and forget type model.  The DPI function is configured with a particular policy and QoS configuration and this configuration does not change over time.  Changes are made via NMS or OSS systems.  All necessary policy and QoS configuration attributes are local held within the DPI function. 

	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify their Policy or QoS configurations in a secure and controlled manner or for these changes to be processed in real time or on a service-session basis. In some cases this can also lead to a non-optimized use of network resources because of the use of generic QoS rules. Similarly this may also inhibit/prevent some services being delivered to the subscriber
Moreover the installation into a DPI Node of subscriber-specific Policy or QoS configuration (e.g.: subscriber profile) make it difficult to support nomadism or trickier to support network rearrangements.  


5.2.2 Static Pull – Without Policy Server or Policy Decision Point but with AAA Server

Here is an example where static Policy and QOS configuration is provisioned when DPI is triggered by a new application flow or when a new Source IP address is seen at DPI function.  The Policy and QOS configuration is provided as part of RADIUS accept message in response to RADIUS authenticate message.
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Figure 10 Application Layer Use case Without Policy Server or Policy Decision Point but with AAA Server

	Static   Pull – Without Policy Server or Policy Decision Point but with AAA Server

	Capabilities
	This type of policy deployment allows policy and QoS configuration information to be centralized under an AAA Server. 
It also allows Policy and QoS configuration information to change over time based on particular events related to subscriber sessions: typically the start of application session.  This type of policy deployment can be used in conjunction with "Static Provision – Without Policy Server" deployment option



	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify their Policy or QoS configurations without requiring an application session state change. In particular, if the only trigger for a Policy or QoS update is the beginning of an application session, the act of dropping and re-establishing the application session can cause disruption of the end user experience.



5.2.3 Dynamic Push – With Policy Server or Policy Decision Point

This is an example of a dynamic push from Policy Server.  Radius COA messages use this type of dynamic push from Policy Server to a DPI function.
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Figure 11 Application Layer Use case Dynamic Push 

	Dynamic Push – With Policy Server

	Capabilities
	This type of Policy deployment option allows applications and subscribers to interact directly or indirectly with Policy Server to allow dynamic real time changes to be made.    For example a subscriber would interact with Web Portal and request additional bandwidth for short period of time.  There is no requirement for sessions to be dropped and re-established (or network-driver triggers to occur) as is required in the. 
This type of policy deployment can be used in conjunction with Static Provision – Without Policy Server deployment option

	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


5.3 Call Admission Control Use case

In TR-101 we have the following network architecture pictured below and each node as specific Policy Enforcement Point capabilities and QoS capabilities.  In general terms, the BRAS/BNG and RG are Layer 3 devices and responsible for upstream and downstream QOS.   The BRAS/ BNG and RG are also IP multicast replication points. The Access Node/DSLAM and Aggregation switch are layer 2 devices and provide IP multicast replication points.  
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Figure 12 Call Admission Control use case

Please note the following diagrams will show nodal views with Admission Control function integrated into OSS/BSS, Policy Server, Access Node and BNG nodes.  From this point forward this function will be referred to as Admission Control Function or ACF.  The ACF can be integrated into Broadband Forum defined network node or the integrated into other node such as OSS/BSS or Policy Server. For more information on particular Policy implementations see section 5.3.

This high level use case could be used for any of the following more specific use cases:

· Admission Control for Video on Demand

· Admission Control for unicast and multicast  on the access line

· Admission Control for unicast and multicast aggregated interfaces between Access Node and BNG

The purpose of the Admission Control is to protect the network from overload conditions by having network triggers and or application functions request resources before the associateded traffic flows begin to be transmitted on the network.    These requests are accepted or deny based on the available network resources, the status of previous such requests and operational parameters of the network operator.

The diagram below displays a number of potential congestions points in the network that the Admission Control Function can take into account when decided to accept or reject a request.  Please refer to section 4.5 and figure 1 for a description of congestions points.   It is not expected that you would perform CAC on all links at the same time but only on the ones where congestion would occur.
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Figure 13 Call Admission Control Links

The TR-101 architecture does not define a node or function to perform Admission Control for unicast or multicast traffic.   Additionally, TR-101 does not define a particular Video or IPTV infrastructure but this use case assumes there is some type of Middleware or Application for Video on Demand.   

This high level use case can be handled by various Admission Control deployment options.   The following sections and diagrams explore these deployment options

5.3.1 Admission Control – Without Generic Admission Control Function

In this example, the Unicast Admission Control is not performed by Policy server but by the applications.    For example a BSS or OSS system could perform Unicast Admission Control on the service registration request.  This would prevent customers from subscribing to services that their local access loop could not provide.  An example of this would be when the local loop is ADSL based and it is unable to provide HD video.  When the subscriber tried to register or upgrade for the HD video service the request would denied from the BSS or OSS system on registration.

Another example of Admission Control that is no performed by Policy server would be the case where the Admission Control function is part of application or middleware. For example the Video on demand server might keep track of VOD sessions and deny sessions without an interaction with network layer.  In this case, network topology and bandwidth information could be provisioned into the VOD Server infrastructure and this information could be used in making the Admission Control decision.
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Figure 14 Call Admission Control Use case Without Admission Control Function

In the case of multicast, Admission Control could be performed in network node such as Access Node/DSLAM without the help of a Policy Server.
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Figure 15 Call Admission Control Use case Multicast Admission Control in Access Node

	Admission Control – Without Generic Admission Control Function

	Capabilities
	This type of Admission Control deployment option is a model where applications and or services are handled differently.  The Admission Control is separated from the network and linked to a single service or application.  In this type of model, service changes and available network resources do not interact when making Admission control decisions. 
Having Multicast Admission control in Access node reduces the latency in making the resource decision.

	Limitations
	Without a generic Admission Control function that understands network availability it is difficult to coordinate different Admission Control requests from across the network.   This type of approach creates bandwidth partitioning and makes it difficult to make use of full network resources.  
This type of Admission control makes it difficult to perform Admission Control for both Multicast and Unicast bandwidth requests without partitioning bandwidth


5.3.2 Separate Admission Control – Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node

This example, the Admission Control for Unicast requests are handled by the Admission Control Function that is part of Policy Server.  The Access Node handles Admission control for Multicast requests.
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Figure 16 Call Admission Control Use case Separate Admission Control – Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node
	Separate Admission Control – Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node 

	Capabilities
	This type of deployment all Unicast based Admission Control requests can be handled and coordinated by the Admission Control function in the Policy Server.  These requests can be accepted or denied based on available network resources.   Having the Admission Control function centralized in Policy server avoids partitioning bandwidth by application that would be required if each application has it’s own Admission Control function.  This deployment allows bandwidth to be shared between several applications.
Having Multicast Admission control in Access node reduces the latency in making the resource decision.

	Limitations
	This type of does not allow for the Unicast Admission Control request and Multicast request to be coordinated.  This type of approach creates bandwidth partitioning between unicast and multicast and makes it difficult to make use of full network resources.  Applications would need to send requests to Admission Control function on Policy Server and this would require integration between Policy Server and Applications.


5.3.3 Unified Admission Control - Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node

This example, the Admission Control for Unicast requests are handled by the Admission Control Function that is part of Policy Server.  The Access Node handles Admission control for Multicast requests.  But the two Admission Control functions are coordinated so that all available bandwidth can be used and is no bandwidth partitioning required.

In the diagram below we see two options where the Admission Control functions on the Access Node and the Policy Server interact directly.  The second option is where the two Admission control functions communicate to each other via the BNG.  For example, ANCP could be used to perform this communication between the Access Node and BNG.  See Broadband Forum TR-147 for further information on ANCP.
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Figure 17 Call Admission Control Use case Unified Admission Control - Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node
	Unified Admission Control - Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node 

	Capabilities
	This type of deployment all Unicast based Admission Control requests can be handled and coordinated by the Admission Control function in the Policy Server.  These requests can be accepted or denied based on available network resources.   Having the Admission Control function centralized in Policy server avoids partitioning bandwidth by application that would be required if each application has it’s own Admission Control function.  This deployment allows bandwidth to be shared between several applications.
With this type of deployment all bandwidth between unicast and multicast can be shared.  This would avoid bandwidth partitioning.

Having Multicast Admission control in Access node reduces the latency in making the resource decision.

	Limitations
	Applications would need to send requests to Admission Control function on Policy Server and this would require integration between Policy Server and Applications.  Coordinated communication between the ACF in Policy Server and ACF in Access Node would be required.


5.3.4 Meshed Topology Admission Control - Unicast Admission Control by the BNG Server and Multicast Admission Control the Access Node

In this example, the Admission Control for Unicast requests are handled by the Admission Control Function that is part of the BNG.  The Access Node handles Admission control for Multicast requests.  With this example of Admission Control, the Access node and BNG are connected over a more complex meshed topology and it would be difficult for Policy Server to understand the available network resources in this complex topology.  With this example, the Admission control requests would be sent up the access network to the BNG via a network signalling protocol.

In the diagram below where the Admission Control functions on the Access Node and the Policy Server interact to eliminate the need to partition bandwidth. [image: image14.png]Customer Site
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Figure 18 Call Admission Control Use case Separate Admission Control Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node
	Separate Admission Control – Unicast Admission Control by the Policy Server and Multicast Admission Control the Access Node 

	Capabilities
	This type of deployment all Unicast based Admission Control requests can be handled and coordinated by the Admission Control function in the BNG.  These requests can be accepted or denied based on available network resources.  This type of deployment would allow for more complex meshed access networks to be used between the Access node and BNG.  Additionally, the access network topology would not need to be provisioned into the Policy server or learned via interaction with the BNG.
Having Multicast Admission control in Access node reduces the latency in making the resource decision.

	Limitations
	Applications behind the RG or the RG it shelf would need to use a network signalling protocol to send resource requests up the access network.    
Coordinated communication between the ACF in BNG and ACF in Access Node would be required to avoid bandwidth partitioning between unicast and multicast Admission Control


5.4 Authentication, Metering and Accounting Policy Use case

In TR-101 we have the following network architecture pictured below and each node as specific Policy Enforcement Point capabilities and QoS capabilities.  In general terms, the BRAS/BNG and RG are Layer 3 devices and responsible for upstream and downstream QOS.   The BRAS/ BNG and RG are also IP multicast replication points. The Access Node/DSLAM and Aggregation switch are layer 2 devices and provide IP multicast replication points.
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Figure 19 Authentication, Metering and Accounting Policy Use case
This high level use case could be used for any of the following more specific use cases:

· Apply Policy, QoS and session parameters via authentication

· Traffic usage metering and accounting

· Traffic usage metering and accounting based on traffic destination

· Authentication policy that includes line authentication

· Bandwidth Fair use policy

· QoS and accounting for Value added Services

This high level case can be handled by using various policy methods.   The following diagrams explore these methods

5.4.1  Static Provisioning – With NMS/OSS system and Accounting done by AAA Server

In this example, the Policy, QOS, session parameters, metering and accounting parameters are all provisioned locally using some type of Command line or remotely using some type of NMS or OSS system.  All accounting data is send to AAA Server, this is very commonly in the form of RADIUS accounting sent to RADIUS Server
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Figure 20 Authentication, Metering and Accounting Policy Use case With NMS/OSS system and Accounting done by AAA Server
	Static Provisioning – With NMS/OSS system and Accounting done by AAA Server

	Capabilities
	This type of Policy deployment option is a set and forget type model.  The network nodes are configured with a particular Policy, QOS, session parameters, metering and accounting configuration. 
Changes are made via NMS or OSS or CLI on the BNG.  Metering or accounting data is send to AAA Server.  This type of deployment does not require external policy server and additional functionality is imbedded in the BNG.  

	Limitations
	By having the additional functionality imbedded into the BNG updates it makes it difficult to centralize the Policy, QOS, session parameters and metering configuration information.  If a subscriber attachment needs to move the configuration information will need to be moved also as the information is not centralized.  Service rules associated with metering would need to be updated on the BNG and could not be centralized


5.4.2 Static Pull – Without Policy Server or Policy Decision Point but with AAA Server 

Here is an example where Policy, QOS, session parameters, metering and accounting configuration are provisioned when subscriber session starts on BRAS/BNG.  This configuration information is provided as part of RADIUS accept message in response to RADIUS authenticate message for the subscriber session.   All accounting data is send to AAA Server, this is very commonly in the form of RADIUS accounting sent to RADIUS Server
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Figure 21 Authentication, Metering and Accounting Policy Use case Without Policy Server or Policy Decision Point but with AAA Server
	Static   Pull – Without Policy Server or Policy Decision Point but with AAA Server

	Capabilities
	This type of policy deployment allows Policy, QOS, session parameters, metering and accounting configuration information to be centralized under an AAA Server. 
It also allows Policy, QOS, session parameters, metering and accounting configuration information to change over time based on particular events related to subscriber sessions: typically the start or end of a PPP or IP session.

This deployment option no re-provisioning is necessary as the configuration information is pulled on session start.



	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify the Policy, QOS, session parameters, metering and accounting configuration without requiring a subscriber session state change. In particular, the only trigger for a Policy, QOS, session parameters, metering and accounting configuration update is at the beginning of a subscriber session, the act of dropping and re-establishing the session can cause applications communication issues.  The application communication may need to be restarted.


5.4.3 Dynamic Push – With Policy Server or Policy Decision Point

This is an example of a dynamic push from Policy Server.  Radius COA messages use this type of dynamic push from Policy Server to a BRAS/BNG.
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Figure 22 Authentication, Metering and Accounting Policy Use case With Policy Server or Policy Decision Point
	Dynamic Push – With Policy Server or Policy Decision Point

	Capabilities
	This type of deployment option allows updates Policy, QOS, session parameters, metering and accounting configuration information without requiring the subscriber session to be re-established.
 For example a subscriber would hit a particular meter limit and the Policy Server could push changes to Policy, QOS, session parameters, metering and accounting configuration information.

This might require a subscriber to add more quota to their subscription before continuing or acknowledge an increase in charging.

 There is no requirement for sessions to be dropped and re-established (or network-driver triggers to occur) as is required in the Static   Pull – Without Policy Server but with AAA Server Policy deployment option. 

This type of policy deployment can be used in conjunction with Static Provision – Without Policy Server deployment option and Static Pull – Without Policy Server but with AAA Server deployment option.



	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


5.4.4  Dynamic Pull – With Policy Server or Policy Decision Point

This is an example of a dynamic pull from service provider network. It could be triggered by ANCP.  See Broadband Forum TR-147 for further information on ANCP.
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Figure 23 Authentication, Metering and Accounting Policy Use case Dynamic Pull with Policy Server

	Dynamic Pull – With Policy Server or PolicyDecision Point

	Capabilities
	This type of Policy deployment option allows BRAS/BNG pull the required Policy, QOS, session parameters, metering and accounting configuration information dynamically from policy server..

	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


5.5 Home Gateway use case 

In TR-101 we have the following network architecture pictured below and each node as specific Policy Enforcement Point capabilities and QoS capabilities.  In general terms, the BRAS/BNG and RG are Layer 3 devices and responsible for upstream and downstream QOS.   The BRAS/ BNG and RG are also IP multicast replication points. The Access Node/DSLAM and Aggregation switch are layer 2 devices and provide IP multicast replication points.  

TR-069, TR-098, TR-181 define the Wan Management protocol and data model for managing TR-069 managed devices.  TR-069 is used to push Policy and QoS configurations changes for the WAN interface of the Residential Gateway customer’s site.

Please note the following diagrams will show a nodal view with a Policy Server as PDP.  The PDP can be integrated into network node or the function can standalone and be referred to as a Policy Server. For example, the PDP can be integrated into BRAS/BNG that also contains PEP function.   See section 5.3.2 Integrated Policy implementation.
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Figure 24 Home Gateway Use case
This high level use case is the following:

· Change upstream Policy and QoS on RG WAN

This high level case can be handled by using static or dynamic policy methods.   The following diagrams explore these methods

5.5.1 Static Provision – Without Policy Server but with Auto-Configuration Server

In this example the Static Policy and or QOS configuration is provisioned locally or remotely using Auto-Configuration Server (ACS).  
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Figure 25 Home Gateway Use case Without Policy Server but with Auto-Configuration Server

	Static Provision – Without Policy Server or Policy Decision Point

	Capabilities
	This type of Policy deployment option is a set and forget type model.  The Policy and QoS configuration on the Residential Gateway (RG) by the ACS.  Changes are made via the ACS.  All necessary policy and QoS configuration attributes are local held locally in the RG.

	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify their Policy or QoS configurations for both upstream and downstream in a secure and controlled manner or for these changes to be processed in real time or on a service-session basis. In some cases this can also lead to a non-optimized use of network resources because of the use of generic QoS rules. Similarly this may also inhibit/prevent some services being delivered to the subscriber.  


5.5.2 Dynamic Push – With Policy Server or Policy Decision Point

This is an example of a dynamic push from Policy Server.  Radius COA messages use this type of dynamic push from Policy Server to a DPI function.  In the diagram below, it is depicted that Policy Server interacts with ACS in order to make a Policy and or QoS configuration change on the RG.  It is possible that these are separate devices as depicted in diagram or integrated into a single network node.
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Figure 26 Home Gateway Use case With Policy Server and ACS

	Dynamic Push – With Policy Server and ACS

	Capabilities
	This type of Policy deployment option allows applications and subscribers to interact directly or indirectly with Policy Server to allow dynamic real time changes to be made for both upstream and downstream policy and QoS.    For example a subscriber would interact with game system and this game system would request additional bandwidth for short period of time.  There is no requirement for sessions to be dropped and re-established (or network-driver triggers to occur) as is required in the. 

	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


5.6 Application Layer Policy Use case

In TR-101 we have the following network architecture pictured below and each node as specific Policy Enforcement Point capabilities and QoS capabilities.  In general terms, the BRAS/BNG and RG are Layer 3 devices and responsible for upstream and downstream QOS.   The BRAS/ BNG and RG are also IP multicast replication points. The Access Node/DSLAM and Aggregation switch are layer 2 devices and provide IP multicast replication points.  

The TR-101 architecture does not define application server node or function that would interact with applications and then send QoS and or Policy request to Policy Server.  This application server function could be a Softswitch or Rich Communication Server.

TR-102 does provide an exemplary view of application interaction with TR-101 QoS capabilities; and while some details of TR-102 interactions are now dated, Section 3, entitled Operational Application Framework Context, remains an excellent introduction to access sessions, business models, and flow classification capabilities.  These concepts provide a valuable background for understanding TR-101 architecture QoS capabilities. 

The diagrams below have added this function as separate application server node but this function could also be integrated into existing network elements.  From this point forward function will be referred to as Application Server or AS.

Please note the following diagrams will show a nodal view with a Policy Server as PDP.  The PDP can be integrated into network node or the function can standalone and be referred to as a Policy Server. For example, the PDP can be integrated into BRAS/BNG that also contains PEP function.   See section 5.3.2 Integrated Policy implementation.
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Figure 27 Application Layer Use Case

This high level use case could be used for any of the following more specific use cases:

· Application Servers such as Rich Communication Server and Softswitch making Policy and QoS configuration requests and due to subscriber interaction.  Example end user applications include video streaming, Gaming, Video conferencing and VoIP.

This high level case can be handled by using static or dynamic policy methods.   The following diagrams explore these methods

5.6.1 Static Provision – Without Policy Server

In this example the Static Policy and or QOS configuration is provisioned locally using some type of Command line or remotely using some type of NMS or OSS system.  
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Figure 28 Application Layer Use Case Static Provision Without Policy Server
	Static Provision – Without Policy Server or Policy Decision Point

	Capabilities
	This type of Policy deployment option is a set and forget type model.  All nodes are configured with a particular policy and QoS configuration and this configuration does not change over time.  Changes are made via NMS, OSS or ACS type systems.  All necessary policy and QoS configuration attributes are local held within the nodes.

	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify their Policy or QoS configurations in a secure and controlled manner or for these changes to be processed in real time or on a service-session basis. In some cases this can also lead to a non-optimized use of network resources because of the use of generic QoS rules. Similarly this may also inhibit/prevent some services being delivered to the subscriber due security or other problems.
To provide security or QoS for this application, traffic for this application might be forced through the Application Server.   This would put increased load on Application server.

Moreover the installation into a Node of subscriber-specific Policy or QoS configuration (e.g.: subscriber profile) make it difficult to support nomadism or trickier to support network rearrangements.   


5.6.2  Dynamic Push – With Policy Server or Policy Decision Point

This is an example of a dynamic push from Policy Server.  Radius COA messages use this type of dynamic push from Policy Server to a DPI function.
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Figure 29 Application Layer Use Case With Policy Server or Policy Decision Point

In this type of deployment model, there can be a two steps Policy and QoS change. The first step would be a temporary Policy or QoS change before the traffic start flowing and before the application has established a call to end point.   And a second and final step to provide proper Policy and QoS parameters after the application has started.  This two step process will need to happen at both ends of the connection and the picture above illustrated this happening with two separate Application Servers and Policy Servers.

Also note that ANCP from TR-147 can be used to notify the BNG of local loop bandwidth from the Access Node and the BNG would then notify the Policy Server.  This notification to the policy server could be used when decided how to handle Application Server Policy and or QoS change request.

	Dynamic Push – With Policy Server

	Capabilities
	This type of Policy deployment option allows applications and subscribers to interact directly or indirectly with Policy Server to allow dynamic real time changes to be made.    For example a subscriber would interact with Web Portal and request additional bandwidth for short period of time.  There is no requirement for sessions to be dropped and re-established (or network-driver triggers to occur) as is required in the Static   Pull – Without Policy Server but with AAA Server Policy deployment option.
When providing security or QoS for this application, traffic for this application is not forced through the Application Server.   This deployment uploads the Application Server.

This type of policy deployment can be used in conjunction with Static Provision – Without Policy Server deployment option and Static Pull – Without Policy Server but with AAA Server deployment option.



	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


5.6.3  Example flows for Dynamic Push – With Policy Server or Policy Decision Point

Below are some example flows for this use case:
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Figure 30 Example Flows for Dynamic Push With Policy Server or Policy Decision Point

It can be the case in rich communication services, the bitrates may need to be negotiated end to end depending on the type of application.   For example with VoIP the codecs would be negotiated based on available codecs and the available bandwidth.

Following scenario describe the general process flow for supporting Policy managers - VoIP use case. Step A1 – A2 for access resource reservation may be used in network scenarios if fixed network resource allocation is not required. Step A3 is needed only in case if resources are not available:

Access Resource Reservation:

A1: Report of via L2C/TR-147 or DHCP Option 82/TR-101 of synchronized Net data rate to policy decision point (policy server).

A2: Based on authentication process (Access Policy, AAA), access profile determined and
      access resources allocated.

Call set up:

1:   User equipment initiate call request which is detected by the near end Softswitch.
2/3: The near end Softswitch, verify the End to End condition for the call initiated request and also
        request from the near end Policy manager (not necessarily directly could be through the P-CSCF,
        IMS core component ) for the required resources / QoS . The near end Policy manager allocates
        the required resources for the call by sending the resource allocation command (e.g. binding
       information) to the relevant PEP’s. If resources are not available PEP informs the policy 
        manager (e.g. insufficient resources).

4/5: The same process for resource allocation is performed between the Far end Softswitch and the
        far end policy manager. 

Call deny:

A3:  If resources are not available a graceful deny message should be send to the caller party.
Note: The procedure of access resource allocation is not VoIP specific. Other applications like video conferencing, gaming etc. may use the same mechanism)

5.7   Emergency Services Use Case 

In TR-101 we have the following network architecture pictured below and each node as specific Policy Enforcement Point capabilities and QoS capabilities.  In general terms, the BRAS/BNG and RG are Layer 3 devices and responsible for upstream and downstream QOS.   The BRAS/ BNG and RG are also IP multicast replication points. The Access Node/DSLAM and Aggregation switch are layer 2 devices and provide IP multicast replication points.  

TR-101 architecture does not provide a facility to identify and authenticate end devices.  In particular when end devices are found behind Layer 3 Residential Gateway the TR-101 network is not capable in informing the service provider when specific registered device joins or leaves the network.  In this use case these capabilities to identify and authenticate end devices will be assumed but a solution will not be described.

Please note the following diagrams will show a nodal view with a Policy Server as PDP.  The PDP can be integrated into network node or the function can standalone and be referred to as a Policy Server. For example, the PDP can be integrated into BRAS/BNG that also contains PEP function.   See section 5.3.2 Integrated Policy implementation.
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Figure 31 Emergency Services Use Case

This high level use case could be used for any of the following more specific use cases:

· National Emergency: A user has a device and is registered with an “early responder” profile. The user places an emergency call in situations where an early response is required with the highest priority on the available resources. 
· Local Emergency: An E911 user has a device and is registered with an “E911” profile. The user places an emergency call and is required to be associated with a priority level just below a National Emergency user but above everyone else
This high level case can be handled by using static or dynamic policy methods.   The following diagrams explore these methods

5.7.1 Static Provision – Without Policy Server

In this example the Static Policy and or QOS configuration is provisioned locally using some type of Command line or remotely using some type of NMS or OSS system.  
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Figure 32 Emergency Services Use Case Static Provision Without Policy Server

	Static Provision – Without Policy Server or Policy Decision Point

	Capabilities
	This type of Policy deployment option is a set and forget type model.  All nodes are configured with a particular policy and QoS configuration and this configuration does not change over time.  Changes are made via NMS, OSS or ACS type systems.  All necessary policy and QoS configuration attributes are local held within the nodes. 

	Limitations
	Without a policy sever it is difficult to allow applications or subscribers to modify their Policy or QoS configurations in a secure and controlled manner or for these changes to be processed in real time or on a service-session basis. In some cases this can also lead to a non-optimized use of network resources because of the use of generic QoS rules. Similarly this may also inhibit/prevent some services being delivered to the subscriber
Moreover the installation into a Node of subscriber-specific Policy or QoS configuration (e.g.: subscriber profile) make it difficult to support nomadism or trickier to support network rearrangements.  


5.7.2 Dynamic Push – With Policy Server or Policy Decision Point

This is an example of a dynamic push from Policy Server.  Radius COA messages use this type of dynamic push from Policy Server to a BRAS/BNG.
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Figure 33 Emergency Services Use Case With Policy Server or Policy Decision Point

	Dynamic Push – With Policy Server

	Capabilities
	This type of Policy deployment option allows applications and subscribers to interact directly or indirectly with Policy Server to allow dynamic real time changes to be made.    For example a subscriber would interact with Web Portal and request additional bandwidth for short period of time.  There is no requirement for sessions to be dropped and re-established (or network-driver triggers to occur) as is required in the. 
This type of policy deployment can be used in conjunction with Static Provision – Without Policy Server deployment option

	Limitations
	This is clearly the more flexible scenario, but it also increases the complexity of a network: it obviously requires the deployment of policy servers, their integration with other elements of the network (e.g.: subscriber profile repository, etc.) and the support of control interfaces in the Network nodes.


6 Architecture 

6.1 BPCF Architecture
R-49. The BPCF MUST support both distributed and centralized deployment options



R-50. The BPCF centralized deployment functional architecture should support the case where there is a centralized, independent policy decision point for the network area. In this case the centralized policy decision point sends policy enforcement commands to multiple Policy Enforcement Points, while each one of the enforcement points will be responsible for policy enforcement in the functional node element.

Supporting use case: The Centralized deployment functional architecture typically supports the concept where a single operator is responsible for both Access Network Provider and ISP services, allowing the operator to perform all service policy based decisions.
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Figure 34 BPCF Centralized Deployment Functional Architecture
R-51.       The BPCF distributed deployment functional architecture should support the case where there are multiple Policy Decision Points (PDP’s), where each PDP is responsible for making policy decisions for a predefined part of the network/ domain. The PDP’s should be able to interact between themselves in order to support various types of service end to end control and chaining capabilities. 

Supporting use case: The distributed deployment functional architecture supports the model where one operator performs some policy control rules as an Access Network Provider and another operator perform other policy control rules as a ISP and in order to support end to end policy control chained process, the PDP’s should be able to interact between themselves.
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Figure 35 BPCF Distributed Deployment Functional Architecture
R-52. The BPCF MUST allow for acknowledged execution or rejection of policy changes

R-53. The BPCF SHOULD allow for single policy request message to effect the policy configuration of multiple individual sessions.
e.g. one policy modification request for a set of interfaces/subscribers with the same set of network forwarding characteristics

R-54. The BPCF MUST support secure mechanism for communicating policy requests and decisions, for example, secure protocol, prevention of spoofing, hijacking, DDoS

6.2 Policy Enforcement Point (PEP)

The Policy Enforcement Point is responsible for traffic policy enforcement of unicast and multicast traffic types in any functional node element. Policy Enforcement may be applied at an IP Session IP Flow and aggregate level
R-55. The BPCF should support control of multiple distributed PEPs (such as BNG’s, DPI’s)


R-56. The BPCF MUST support control of Policy Control for both downstream and upstream traffic.
6.3 Policy Decision Point (PDP) 

The PDP is a functional entity making decisions on subscriber policies on an IP Session, IP Flows and an aggregate basis. A PDP may manage multiple PEPs coordinating what policies should be enforced at the PEP's. The PEP may have static policies of which the PDP may inform the PEP to apply a set of these static rules to a given IP Flow
PDPs may interconnect over the I reference point in cases where multiple domains are involved or functionality is delegated from one PDP to another instance.

6.4 Admission Control Function (ACF)
The ACF performs an admission control  and resource tracking procedure upon receipt of a specific request for the network domain it is in charge of. Such a request can be a new one or the request to modify an existing reservation. The ACF performs this process based on its view on its network domain and the resource usage therein. As a result of such a process, policies in PEPs may become installed, activated or de-activated, removed or modified. Prioritized applications such as emergency calls may require the ACF to pre-empt existing resource reservation with a new one.

The admission control process may or may not involve multiple network elements (Access Node, BNG, RG, Policy Server, etc), either in concert or independently
6.5 AAA Server/PDP implementation examples
6.5.1 Standalone AAA implementation

This example shows a standalone AAA Server that embodies the functional implementation as defined in RFC 2865 and 2866.  Thus, in the language of RFC2865, this is a RADIUS server example.  This implementation does not include any integrated Policy Decision function.  The AAA Server will accept and reply to RADIUS authentication, authorization and accounting requests.  Note that the AAA server function is responsible for receiving user connection requests, authenticating the user, and then returning all configuration information necessary for the AAA client function to deliver service to the user.  The AAA server function can act as a proxy client to other AAA server functions or other kinds of authentication servers.
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Figure 36 Standalone AAA implementation

6.5.2 Combined AAA/PDP implementation

This example shows a combined AAA Server and Policy Decision Point (PDP).  This type of implementation is also known as Policy server. As the AAA Server is processing authentication, authorization and account requests it will process additional business logic or rules before responding to the AAA client function.  Checking the time of day and not authorizing a request based on this input is an example of business logic or rules that the PDP would perform before sending an AAA reply.  In Figure 21/TR-059, the Policy server was used to combine the configuration information from one or more Network Service Providers (NSPs) in conjunction with the Application Service Providers (ASPs) in order to provide a single, combined configuration profile to the BRAS for a given customer. 
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Figure 37 Combined AAA/PDP implementation
6.5.3 Iinteraction and flow possibilities between BNG, AAA, PDP & USERS-DB repository
Following are two examples of how the BNG, PDP, User-DB and AAA could interact to notify the PDP of a particular access session(IPoE or PPP) starting and stopping on the BNG.
Option 1: AAA performs AAA proxy function and forwards AAA accounting Start and Stop messages to PDP.

Option 2:  PDP performs the AAA Accounting function and there is no separate AAA
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Figure 38 Interaction and flow possibilities between BNG, AAA, PDP & USERS-DB
Process description : 

Login Session:

1)   BNG send accounting start message to the AAA and the AAA send accounting  start message to the PDP or the BNG send accounting start message directly to the PDP
2) PDP retrieve complementary data from Policy repository (optional) 
3) PDP  makes decision

4) PDP send enforcement command to the BNG.   

Service session:

5) Service request is sent  from AF to the Policy server PDP
6)  PDP  makes decision and send resource change command to the BNG enforcement point  

R-57. The PDP must be able to send policy enforcement commands to the BNG.

R-58. The BPCF MUST have the ability to query an external repository and use the information provided by the query as input the PDP’s policy decision.
6.6 PEP/PDP implementation examples 

6.6.1 Centralized Policy Implementation

In a Centralized Policy Deployment you have a single or small number of policy servers that control and interact with multiple PEPs that come in the form of network nodes.  We will refer to this type of PEP/PDP implementation as a Centralized Policy Implementation
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Figure 39 Centralized Policy Implementation
6.6.2 Integrated Policy Implementation

In this case, the PEP and PDP entities are located on same device.  In this case it’s a network node such as BNG or Access node. This type of implementation is used where network nodes can make policy decisions for themselves. This type of approach is certainly valid and should be considered as part of WT-134
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Figure 40 Integrated Policy Implementation

6.6.3 Distributed Policy Implementation

In this case, the LPDP entity is introduced and higher layer PDP is located on policy server.  The LPDP could make localized decisions or pass most of the decision functions to higher level PDP.

In the diagram shown below the LPDP and PDP entities do not directly communicate. The diagram was sourced directly from RFC 2753 and is unaltered.  If there is or is NOT direct communication between LPDP and PDP is not in scope for this contribution. But this topic will need to be discussed further in future contributions to arrive at WT-134 architecture(s).
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Figure 41 Distributed Policy Implementation
6.7 BPCF Policy Control Framework Reference Point Architecture 

The PCF Reference Point Architecture in figures 5.6 and 5.7 shows following Reference points: 

A
It provides communication between PDP and AAA Server for Authentication, Authorisation and Accounting as required.

E/G
These reference points enable the transport of application level session information between AF and PDP. 
I
This reference point allows PDPs in the same or in different network domains to interconnect for the purpose of exchanging policy requests, responses and events. Depending on the relationship between the operators owning/controlling the PDPs and whether it is intra- or inter-domain, security/gateway function(s), e.g. for the purpose of providing topology hiding or routing requests to the appropriate PDP may become implemented
R
This reference point enables a PDP to have Policy control over the PEP and transport the signalling of Broadband Policy Control Framework, The detailed description information model for R Reference Point is in section 9 ( PIM)
C
This reference point transports the information related to the user, policy rules, and any other information (e.g. network status) that the PDP function needs to perform policy decisions.
D
This reference point transports the information related to the user so that the AAA function can perform authentication, authorisation and accounting for the user connected to Broadband access network.
M/Q
These reference points enable management functionality of PDP (e.g. alarm, configuration, etc)  . 
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Figure 42 BPCF Reference Point Architecture
6.8 BPCF Architecture compatibility with TR101 and WT145
6.8.1 BPCF PCF Deployment Functional Architecture Mapping into TR101 Functional Architecture
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Figure 43 BPCF Reference Point Architecture mapping into TR101 Architecture

Figure 17.  Presents the BPCF PCF Reference Point Mapping into TR101 Architecture.
The figure presents how the functional elements of the WT134 deployment architecture are mapped and related to the TR-101 nodal Architecture. The functional Policy elements in TR-101 nodal Architecture presents what functional policy elements are performed within the given transport nodes within the BNG and Access Network domain. In addition to the functional Policy elements based on the TR-101 Architecture, The Architecture shows what transport node elements in TR-101 are implementing policy control elements such as the PEP and PDP. 
6.8.2 BPCF PCF Deployment Functional Architecture Mapping into WT145 Functional Architecture
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Figure 44 a.b BPCF Deployment Functional Architecture Mapping into WT145 Functional Architecture
Figure 18a,b  presents how the functional entities of the WT134  deployment architecture are  mapped and related to the WT145 Architecture. 

The Policy Elements in WT145 Architecture presents what policy elements are performed within the given transport nodes and within the regional network and the access network domains.

The Architecture shows transport node elements in WT145 which implements PEP and PDP policy control functionality.  The architecture shows how the Policy Controller PDP  interacts with the  NSP’s and ASP’s through the northbound interface (G point) and how it interacts with the Regional and Access networks through the southbound interface (R point) 
 The architecture presents also the possibility for interaction between PDP elements and for the interaction between the PDP elements and the NMS
6.9 Policy Controller (PC) 
7 Policy Information Model (PIM) 

7.1 Policy Information Model Overview 

An information model (IM) RFC 3198 ‎[9] is an abstraction and representation of the entities in a managed environment, their properties, attributes and operations, and the way that they relate to each other. It is independent of any specific repository, software usage, protocol, or platform; in other words, it is a technology neutral and implementation agnostic specification. Thus, an IM itself does not imply any specific architecture and as a result it also does not focus on any specific architectural mechanism (e.g. any form of provisioning or information exchange and coordination). However, the IM will serve as input to the architecture and implementation related specifications. 

The value of such a specification is acknowledged across the industry as witnessed in IETF, DMTF, TMF, etc. work and is making inroads to become an important additional artifact potentially before the specification of requirements for and development of a functional architecture. 
The intent of the Policy Information Model in this document is to support a variety of architectures. Hence, the PIM should support architectures that:

· Manage network assets and resources by using a Network Management Systems (NMS) for example.
· Use policy-enabled solutions based on policy rules dynamically communicated via protocols (e.g., Diameter-based protocols) for wireline broadband applications and enforcing these rules as needed in individual network elements (NE).
IMs are typically described in the form of Object Oriented designs – as an example, UML is a popular "language" to describe the objects and relationships between these objects. 
Specific policy IMs have been developed in the IETF based on the CIM Common Schema – see RFC 3060, RFC 3460, RFC 3644, RFC 3670. The IM proposed for WT-134 draws heavily on information objects defined in these RFCs and examines them for inclusion in the IM based on their usefulness and applicability in broadband domain elements based on requirements defined in BBF documents such as TR-101 and TR-145. The WT-134 IM development then identifies and develops additional objects, not defined by these IETF RFCs yet needed to support the specific use cases identified in WT-134, depending on their relevance and need for supporting the approaches noted above.

Note that the information modeling approaches (e.g., formalism based on IETF RFCs) adopted in WT-134 are solely intended to aid the identification of the policy/QoS related information models and do not enforce any schema, protocols or implementation specification in any manner. 

When a technology neutral and agnostic IM specification, exists and with the use cases that need to be supported, one can make a variety of implementation technology choices, but is not limited to any specific choice. For example, typically, information models are mapped to data models that are technology specific, e.g. a specific directory schema such as the Lightweight Directory Access Protocol (LDAP) directory specification, or an XML Schema Definition (XSD) for an interface. Moreover, an IM can also be used as the foundation for the design of specific protocols (e.g. RFC 3585). Thus, a protocol and technology neutral IM specification allows the actual implementation to be realized in a variety of manners. 

As mentioned earlier, architectures and architectural mechanisms implement the information model. Two examples of typical desirable architectural mechanisms are: 

· Provisioned Execution Model RFC 3198:  This is an execution model where network elements are preconfigured, prior to and independent of events resulting from live traffic flows. Instructions are pushed to the network element, e.g. based on time of day or at time of booting the device. When a network element recognizes a certain event (e.g., as a result of traffic flows), it uses these downloaded (pre-provisioned) instructions. In other words, it does not hold up the traffic flow in any way and would not have to consult another entity.
· Signaled Policy Control Model: In this execution model, a dynamic policy control mechanism is used to identify and enforce the rules (e.g., for a given service, subscriber/subscriber group, etc.).  A centralized component evaluates the conditions for the application of specific policies and communicates the results to a network element. Alternately, a network element may issue a query to the centralized component to obtain a policy. The interaction between the network elements depends on the architecture, and may be realized by means of a variety of mechanisms, including but not limited to APIs, signaling protocols (e.g., Diameter), etc.

"Signaled Policy Control" is contrasted with "Provisioned", but they are not mutually exclusive and operational systems MAY support both execution models for different types of policies. 

These architectural mechanisms indicate what parts of the Information Model need to be implemented by the specific components that issue/receive/process requests. This makes intuitive sense, as the components that exchange information with each other will have the same semantical understanding of the managed entities that need to be processed.
7.2 Relationship between Information Flows and Policy Objects and other Broadband Forum Technical Reports

The PIM in WT-134 is intended to support both static policies that are pre-provisioned by an OSS/NMS/EMS and dynamic policy that can be triggered by user traffic, subscriber or access sessions or applications. For the broadband wireline domain, session information will be signaled between the Policy Decision Point (PDP) and the Policy Enforcement Point (PEP) via the R interface. The information flow over this interface will trigger the action of appropriate policy rules that are encapsulated within the IM objects embedded within the PDP and the PEP. The definition and development of appropriate information flows is thus an important part of the PIM usage along with the associated PIM objects. This section (7.X) provides the information flow structure, applicable broadband wireline network functions, and information flow parameters supporting the defined WT-134 use cases that will trigger appropriate PIM policy actions.
It’s worth noting the Information flows are found between the WT-134 functional architectural elements and the defined network nodes from Broadband Forum Technical Reports.  Also the Policy Information Objects reside within these functional elements and the defined network nodes.

7.2.1 Policy Information Model relationship to other Technical reports
The following diagrams provides a view on how the Policy Information Model relate to existing Architectures and Technical reports

Figure 45 PIM relationships to TR-101 & TR-147
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Figure 46 PIM relationships toWT145

7.3 Information Flow Structure for Broadband Domain Logical Functions
7.3.1 Information Flow Objective

The objective of the Policy information flow structure is to support the development of nodal requirements for individual functional elements in the Broadband Network Domain. Each functional element will need to support the receipt and processing of various types of policy related information in the form of parameters/attributes.  This processing may or may not include admission control functionality
. Hence, the identification of policy information flows and exchanges is vital to the development of functional element requirements. The policy information model and the resulting information flows must support the following:

· All identified Use Cases identified and adopted by the Broadband Forum within this working text, WT144 and WT-145

· All business requirements found in section 4 of this Working text and those found in TR-144.

7.3.2 Policy Information Flow Structure 

The Policy information flow structure can be considered as follows. Each wireline broadband Network Logical Function requires a set of information to perform its task. Each function receives information from one or more information sources. These sources could be signaling interfaces, including those that have been defined in various SDOs. They could also be other logical functions in the broadband network domain or other sources. These sources in turn provide information in the form of parameters/attributes to the logical functions. The information flow structure is then proposed as follows:

· Network Logical Function – Function responsible for implementing part of the stated policy of the wireline broadband network domain. The function may have defined characteristics such as:

· Function Type – Policy Decision Point (PDP), Policy Enforcement Point (PEP) or other.

· Function Hierarchy – Centralized or Distributed Policy Source (per section 6 of WT-134)

· Location – Network element that could host the function. Note that any logical function could be hosted in different types of network elements.

· Information Source – Source from which information is transmitted to the logical function. The type of source can be: 

· Logical Functions in the Broadband Network Domain

· An entity outside the Broadband Network Domain that is reached via standardized signaling interfaces or reference points

· Proprietary data sources depending on the type of information being transmitted. 

Note that multiple Information Sources could feed information to any given Network Logical Function.

· Parameters/Attributes – Information that needs to be processed by the logical function for the application of the network policy. These parameters are transported to the Network Logical Function by the Information Source. Parameters have characteristics such as:

· Parameter Type – The parameter type indicates the usage in the Policy Information flow. 

· Mandatory- it indicates that the parameter must be transmitted in message exchanged between the logical function;

· Optional - it indicates that the parameter may be transmitted in messages between the logical function, when needed;

· Multiple Occurrence- it indicates that the parameter may be present more than 1 times;

· Category – This attribute indicates the area of applicability of the parameter 

· Service Data Flow– it indicates that the parameter is applicable to the identification of the Service data flow

·  User Identification– it indicates that the parameter is applicable to transfer user information

· Identification – [Editors Note – More work needs to be done to specify different identifications relative to different session types]

· Charging– it indicates that the parameter is applicable to the charging control

· QoS it indicates that the parameter is applicable to the QoS control

· Policy- – it indicates that the parameter is applicable to the definition of  policy rules

· Value Type – Enumerated, Octet String, Unsigned Integer, Address
Note: The value type is provided for information and the specific format and encoding will be defined by protocol specification
The basic information flow structure is schematically depicted in Figure 1. 
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Figure 47 PIM- Basic Structure

Each [Network Logical Function – Information Source] combination is represented by a unique block of information {Function, Source, Parameters}. Note that outputs from any given logical function can serve as inputs to another logical function. Hence they will be represented in a separate block of information for the second logical function – the source in this case will be the first logical function and the parameters will be the output from the first function. 

Figure 2 depicts the case where parameters from several information sources are input into Logical Function 1. Function 1 in turn produces a series of independent outputs which serve as inputs to Logical Functions 2, 3, and 4. 

Figure 2 also shows the possibility of information flows in the reverse direction – Function 2 receives input from Function 1 and after processing, sends information back to Function 1. The output O[2,1] is depicted as yet another independent {Function, Source, Parameters} Information Block.

Thus the following independent information blocks are shown in Figure 2:

· {Logical Function = Function 2, Information Source = Function 1, Parameters = O[1,2]}

· {Logical Function = Function 3, Information Source = Function 1, Parameters = O[1,3]}

· {Logical Function = Function 4, Information Source = Function 1, Parameters = O[1,4]}

· {Logical Function = Function 1, Information Source = Function 2, Parameters = O[2,1]}
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Figure 48 Function Output as Information Source to Other Functions
7.3.3 Network Logical Functions
The goal of the policy information flow structure is to drive the development of the necessary information flows between Network Logical Functions supporting policy objectives. These flows should be crafted to support all use cases that have been developed and adopted by the Broadband Forum. It is possible that each use case may be supported by multiple architectures – details have yet to be developed. Hence, each architectural variation for all use cases will require a unique set of information flows between pertinent Network Logical Functions in the broadband domain. 

The set of Network Logical Functions that require information flows for processing policy decisions and enforcement can be drawn from the Broadband Domain Elements and Interfaces shown in Figure 1. 
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Figure 49 Broadband Domain Elements & Interfaces
The scope of WT-134 deals with incoming calls/sessions that originate in the wireline domain -  no interworking is required with other domains (e.g., 3GPP access domain). The set of information exchanges with the appropriate [Logical Function, Source] combinations, is as follows. As noted above, all architectural implementations for all defined Broadband Forum use cases will require a unique set of information exchanges.

a. [Logical Function => PDP; Information Source => AF] – Information on the incoming call/session from the BBF domain AF is conveyed to the PDP.

b. [Logical Function => PDP; Information Source => AAA] – Information on the authorization and authentication status is conveyed to the PDP.

c. [Logical Function => PEP; Information Source => PDP] – The PDP processes all incoming information and submits it to the PEP.

d. [Logical Function => PDP; Information Source => PEP] – The PEP submits the policy enforcement status back to the PDP.

e. [Logical Function => AF; Information Source => PDP] – The PDP responds back to the AF with information on acceptance or rejection of the incoming call/session.

f. [Logical Function => PDP; Information Source => other PDP] – The PDP receives information from the other PDP,.

g. [Logical Function => other PDP; Information Source => PDP] – The PDP sends information to the other PDP .

Flows (b), (c), and (d) are within the scope of WT-134 in that these flows support the development of nodal requirements for elements in the transport/nodal layer in Figure 1. Flows (a) and (e) will need to be determined in conjunction with appropriate SDO’s depending on the type of Application Layer functionality.

7.3.4 Policy Information Model Elements and requirements 

R-59. PDP MUST be able to provision policy rules in the PEP via the R reference point
R-60. PDP MUST be able to create policy rules in the PEP via the R reference point
R-61. PDP MUST be able to modify policy rules in the PEP via the R reference point
R-62. PDP MUST be able to remove policy rules in the PEP via the R reference point
R-63. PDP must be able to activate policy rules in the PEP via the R reference point
R-64. PDP must be able to deactivate policy rules in the PEP via the R reference point
R-65. PEP MUST be able to respond to a policy rules received from the PDP via the R 
            reference point indicating the results of the request
R-66. PEP MUST be able to request policy rules from the PDP via the R reference point
R-67. PDP MUST be able to respond to a policy request from PEP via the R reference 
            point authorizing or rejecting the request
R-68. PDP Policy rules Must  be able to consist the following parameters

· Rule identifier
· Service identifier

· Service data flow filter’s

· Precedence

· QoS parameters

· Charging key

· Other parms
R-69. PDP decisions must  be able to be based on: 

· Information obtained from the AF via E/G reference points.
            (E.g. the session, media and subscriber related information). 

· Information obtained from the PEP via R reference point 
            (E.g. bearer attributes, request type and subscriber related information). 

· Information obtained from the AAA via A reference point             

· Information obtained from the another PDP via the I reference point.

· Information obtained from the repository via C reference point (such as subscriber 
            and service related data)

7.3.5 Policy Information Model Messages between PDP to PEP over R Reference Point
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Figure 50 PIM Messages between PDP to PEP over R Reference Point
7.3.5.1  [Logical Function => PEP; Information Source => PDP] 

– The PDP should be able to submit the following message parameters to the PEP:
-Policy rule set upon access  session establishment  session ()   

-Policy rule update (during access session, upon service session event establishment and termination ) () 

- Request for notification of  specific events  

The information elements found in this particular information flow are considered informative and not normative as they do not refer to the requirements found in existing Broadband Forum Technical Reports.  

Table 7.3.5.1 Abstract Policy Information Elements – PDP ( PEP direction parameters submitted for policy 
	Parameter
	 Parameter Type
	Category
	Type
	Description
	Requirements or Use Case

	PDP ID
	Mandatory
	User Identification
	Octet String
	Identifies the PDP installing a Policy
	WT-134 R-X1

	Session ID
	Rem the opt mand…

Mandatory
	Identification
	Unsigned Integer
	The access session ID and / or application/flow session IDs
Access session:
Unique value generated by the PEP and included in all message exchanges between the PEP and PDP. 

Application/Flow session: unique value generated by the PDP and included in all message exchanges between the PEP and PDP.
	Requirements in section 4.1 , 4.2 and  4.3

	Traffic class ID
	Optional
	QoS
	Octet String
	
	

	IP Address 
	Multiple Occurrence
	User Identification
	Octet String  
	IP Address associated with the subscriber line. Can  have multiple occurrences e.g., in case of a NAT in the data path or in case of a mixed IPv4/IPv6 deployment. Can be optionally combined with domain identifier indicating the area of validity 
	WT-134:  Use case 10.3 “Enforcement of Policies based on subscriber Identity “
Use case  10.13.“Volume CAP or quota per Subscriber Use case” charging per destination Use case

10.4 “Enforcement of Policies based on other business” 

10.12 “QoS with Rich Communication Services use case”

10.16 “QoS and Accounting for Value added Service use case”

	Policy Rule Request
	Multiple Occurrence
	Policy
	Activate/ Deactivate/modify 
	 Request towards PEP for a policy installation/deactivation or modification.

	WT-134 R-58, R-59, R-60

Use case 1-4 Dynamic push section 5.1.2.3

Use case  10.4, 10.5, 10.11, 10.13, 10.16



	Policy lifetime
	Multiple Occurrence
	Policy
	Unsigned Integer
	Lifetime of the policy in seconds
	Use case in section 10.7

	Policy Rule Response
	Optional

Multiple Occurrence
	Policy
	Activate/ Deactivate/modify 
	 The response is sent by PDP to authorize the request and provide the information to PEP in the policy pull mode.
	WT-134 T-Y1, R-Y2

Use case 1-4 Dynamic pull section 5.1.2.4

Use case  10.4, 10.5, 10.11, 10.13, 10.16



	QoS   Parameter 
	Optional
	QoS
	NA
	QoS Parameter/s setting Max-Requested-Bandwidth-UL,Max-Requested-Bandwidth-DL, Protocol, Reservation class,  ToS traffic class, QoS Priority 
	WT-134 R-60

	Traffic Class
	Optional; Multiple Occurrences; 
	QoS
	NA
	Indicates treatment of packets  with respect to forwarding, scheduling,. It is indicative of the service (Voice, Video, etc)
	

	Rate limiter
	Optional
	Service Date Flow
	NA
	Rate limit
	

	Policy Rule ID
	Mandatory
	Policy
	Octet String
	Identifier for policy rule activated at PEP by PDP
	WT-134 R-58, R-59, R-60

Use case  10.4, 10.5, 10.11, 10.13, 10.16



	Policy Rule Group ID
	Optional
	Policy
	Octet String
	In order to release a group of policy rules predefined at the PEP
	WT-134 R-58, R-59, R-60

Use case  10.4, 10.5, 10.11, 10.13, 10.16



	Service ID
	Optional
	Policy
	Unsigned
	Used to associate the granted units to a given rating group.
	

	Policy Rule Precedence
	Optional
	Policy
	Unsigned
	Defines the precedence of a Policy Rule in case of overlapping policy rules
	WT-134 R-60

	Application / Traffic signature 
	Optional; Multiple Occurrence
	Service Data Flow 
	Octet String
	This parameter represents the application / Traffic signature  for which the Deep Packet Inspection Function (PEP) shall detect. The L4-7 classifiers corresponding to the  Application /Traffic signature  are pre- configured in the Deep Packet Inspection Function 
NOTE: Application /Traffic signiture values must be agreed between PDP  and  the Deep Packet Inspection Function

	WT-134 R-44, R-45, R-46

	Traffic actions
	Optional; Multiple Occurrence
	Policy
	Enumerated
	This value indicates that the PEP  Function enforce the traffic  action (I.e. block or allow) for the detected application traffic.
Generic traffic actions such as :

( drop, forward,  mark , policy route, rate limit ,  etc…  see bills email 
	WT-134 R-44, R-45, R-46

	Application action 
	Optional; Multiple Occurrence
	Policy
	Octet String
	This value indicates that the PEP Function enforce the redirection action for the detected application traffic 
Application  actions such as :

(http redirect, TCP reset, DNS redirect….) 
	WT-134 R-44, R-45, R-46

	
	
	
	
	
	

	Flow Description ( IP 5-tuple)
	Optional; Multiple Occurrence ;


	Service Data Flow
	NA
	Consists of or a subset of the following: source/destination IP@, ports, protocol (above the IP layer)
	TR-092  5-10 and  R-6-10
WT-134, R-5, R-6, R-8, R-9 R-23, R-39

WT-134 use case 1 -4 layer

	Multicast ACL
	Optional; Multiple Occurrence ;


	
	NA 
	This IE consists of multicast addresses / address ranges to denominate the multicast groups a subscriber is allowed to join. Note: in case of a multicast package ID as pointer this would be part of a policy rule.
	R-34, use cases in sctions 10.9 and 10.10.

	Quota 
	Optional

Multiple Occurrence
	Charging
	Set Quota/ Update Quota 
	(e.g. For Volume based control use case possibility)

User Allowed/left Quota.
User Quota update per service list, session 
	Use case  10.13.“Volume CAP or quota per Subscriber Use case” charging per destination Use case
10.15 “Volume Quota control use case
10.16 “Qos and Accounting for Value added Service use case”

	Charging Mode
	
	Charging
	Enumerated
	Online/Offline Charging  (Pre-paid/Post-paid)
	WT-134 R-43 (clause 4.14)



	Rating-Group
	Multiple Occurrences
	Charging
	Unsigned
	The charging key for the policy  rule used for rating purposes
	WT-134 R-43

	Charging-Correlation ID
	; Multiple Occurrences
	Charging
	NA
	Correlates charging records in the access with those in the AF/application domain
	WT-134 R-43

	Charging Rule 
	Optional

Multiple Occurrence
	Charging
	Set Charging rule/ Update Charging rule 
	Set charging rule
A charging rule includes the rating group, QoS information (UL/DL BW, traffic class, priority), charging mode (online, offline) and precedence. For identification purposes a charging is assigned “charging-rule-name”


	[Editors Note: More specification is required
WT-134 R-43

	Charging Rule parameters
	Optional
	Policy
	N/A
	Used with Charging Rule for situations with policy rules pre-provisioned on PEP and PDP; uses Charging rule name with parameters
	R-43

	 Event notification 
	Optional

Multiple Occurrence
	Policy
	Add / remove subscription for event/ event list 
	The list of events the PDP subscribes to. It includes the events the AF subscribes to, plus additional ones 
	WT-134 Definition section 2.3
Wt-134 use cases 1- -4 layer

	Default-Access Profile
	Optional; 
	Policy
	NA
	The QoS assigned to the broadband subscriber line at device  attachment/Log-In time. The PDP may override the default –connection QoS it receives from the PEP at device attach/log-in.
It includes the traffic Class, priority and pre-emption of the connection; The PDP may modify the default-access profile it receives from the PEP
	Wt-134 use case “Provisioning and subscriber moving” section 10.11

	Logical access ID

	Optional
	User identification
	OctetString
	The identity of the logical access to which the user device is connected. It is stored temporarily in the AAA function connected to PDP.
This correspond to the Agent ID in case of IPv4 and to Interface Id of DHCP option 82 for IPv6


	TR-101 R-134, R-135 



	Physical Access ID

	Optional
	User identification
	UTF8String
	The identity of the physical access to which the user device is connected. It is stored temporarily in the AAA function connected to PDP.
This corresponds to the Agent Remote ID


	TR-101 R-134, R-135



	Globally Unique IP address
	Optional
	User Identification
	
	The IP address of the User for which profile information is being pushed.
The addressing domain in which the IP address is significant.
	WT-134:  Use case 10.3 “Enforcement of Policies based on subscriber Identity “
Use case  10.13.“Volume CAP or quota per Subscriber Use case” charging per destination Use case

10.4 “Enforcement of Policies based on other business” 

10.12 “Qos with Rich Communication Services use case”

10.16 “Qos and Accouting for Value added Service usecase”

	Subscriber ID

	Optional
	User identification
	OctetString
	Identity of the attached user. The Subscriber ID is stored permanently in the user profile data base and is stored temporarily in the AAA function connected to PDP.
	WT-134 R-3, R-7

10.4 “Enforcement of Policies based on other business” 

WT-134:  Use case 10.3 “Enforcement of Policies based on subscriber Identity 


	IPHeadersFilter
	
	ServiceFlowDescription 

	N/A
	This concrete class contains the most commonly required properties for performing filtering on IP, TCP or UDP headers. Properties not present in an instance of IPHeadersFilter are treated as 'all values'. A property HdrIpVersion identifies whether the IP addresses in an instance are IPv4 or IPv6 addresses. Since the source and destination IP addresses come from the same packet header, they will always be of the same type. 


	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15



WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 



	HdrIpVersion
	
	ServiceFlowDescription
	OctetString
	This property identifies the version of the IP addresses to be filtered on.
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15



WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS

	HdrSrcAddress
	
	ServiceFlowDescription
	OctetString
	This property provides a source IP address.
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15



WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS

	HdrSrcAddressEndOfRange
	
	ServiceFlowDescription
	OctetString
	This property represents the end of a range of source IP addresses (inclusive), where the start of the range is the HdrSrcAddress property value.
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15

WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS

	HdrSrcMask
	
	ServiceFlowDescription
	OctetString
	This property represents a mask to be used in comparing the source address in the IP header with the value represented in the HdrSrcAddress property. 

	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15

WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 


	HdrDestAddress
	
	ServiceFlowDescription
	OctetString
	This property provides a destination IP address.
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15


WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS

	HdrDestAddressEndOfRange
	
	ServiceFlowDescription
	OctetString
	This property represents the end of a range of destination IP addresses (inclusive), where the start of the range is the HdrDestAddress property value.
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15

WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS

	HdrDestMask
	
	ServiceFlowDescription
	OctetString
	This property represents a mask to be used in comparing the destination address in the IP header with the value represented in the HdrDestAddress property. 


	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15


WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 



	HdrProtocolID
	
	ServiceFlowDescription
	OctetString or unsinged integer
	This property is an 8-bit unsigned integer, representing an IP protocol type. This value is compared to the Protocol field in the IP header. 

	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15


WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 


	HdrSrcPortStart 
	
	ServiceFlowDescription 
	OctetString or unsinged integer
	This property represents the lower end of a range of UDP or TCP source ports. The upper end of the range is represented by the HdrSrcPortEnd property. The value of HdrSrcPortStart MUST be no greater than the value of HdrSrcPortEnd. A single port is indicated by equal values for HdrSrcPortStart and HdrSrcPortEnd. 
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15
WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 

	HdrSrcPortEnd 
	
	ServiceFlowDescription
	OctetString or unsinged integer
	This property contains the upper end of a range of UDP or TCP source ports. The lower end of the range is represented by the HdrSrcPortStart property. The value of HdrSrcPortEnd MUST be no less than the value of HdrSrcPortStart. A single port is indicated by equal values for HdrSrcPortStart and HdrSrcPortEnd. 
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15
 
WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 

	HdrDestPortStart 
	
	ServiceFlowDescription 
	OctetString or unsinged integer
	This property provides the lower end of a range of UDP or TCP destination ports. The upper end of the range is represented by the HdrDestPortEnd property. The value of HdrDestPortStart MUST be no greater than the value of HdrDestPortEnd. A single port is indicated by equal values for HdrDestPortStart and HdrDestPortEnd. 
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15
WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 

	HdrDestPortEnd 
	
	ServiceFlowDescription
	OctetString or unsinged integer
	This property provides the upper end of a range of UDP or TCP destination ports. The lower end of the range is represented by the HdrDestPortStart property. The value of HdrDestPortEnd MUST be no less than the value of HdrDestPortStart. A single port is indicated by equal values for HdrDestPortStart and HdrDestPortEnd. 
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15
WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 

	HdrDSCP  
	
	ServiceFlowDescription
	OctetString or unsinged integer
	The property HdrDSCP is defined as an array of uint8's, restricted to the range 0..63. Since DSCPs are defined as discrete code points, with no inherent structure, there is no semantically significant relationship between different DSCPs. Consequently, there is no provision for specifying a range of DSCPs in this property. 
	TR-092  R-4-06, R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15
WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 

	HdrFlowLabel  
	
	ServiceFlowDescription 
	OctetString 
	The 20-bit Flow Label field in the IPv6 header may be used by a source to label sequences of packets for which it requests special handling by IPv6 devices, such as non-default quality of service or 'real-time' service. 
	TR-092  R-4-210, R-4-211, R-4-214, R-4-215, R-5-10, R-6-10, R-12-15
WT-134 R-9, R-39, Use Case 5.1.2 Layer 1-4 Policy and QoS 

	QoSInformation 
	
	QoS
	N/A
	This object defines the QoS information for resources requested by the IP session 
	TR-59 R62, R147, R148
TR-092 R-6-11

WT-134, R-34, R-35

	7.3.6 QoS Information Identifier  
	
	7.3.7 QoS 
	7.3.8 enum 
	7.3.9 This property identifies a set of specific QoS parameters that define the authorized QoS 
	7.3.10 TR-59 R62, R147, R148
7.3.11 TR-092 R-6-11
7.3.12 TR-101 R172
7.3.13 WT-134, R-34, R-35
7.3.14 TR-177 R-37 

	8021 Source MAC address

	Optional; Multiple Occurrence
	Service Data Flow 
	MAC address
	This parameter represents a 48-bit MAC address. This value is compared to the SourceAddress field in the MAC header. If not present matches for all values .
This parameters is used in 802.1 Filter rules


	TR-092  R-4-73,R-6-10, 

TR-101 R-94, R-95

WT-134 R-5, R-6, R-8, R-34, R-35 , Use case 5.1.2 Layer 1 – 4 Policy and QOS use case


	8021 Destintion MAC Address

	Optional; Multiple Occurrence
	Service Data Flow
	MAC address
	This parameter represents a 48-bit MAC address. This value is compared to the Destination Address field in the MAC header. If not present matches for all values 
This parameters is used in 802.1 Filter rules


	TR-092  R-4-73,R-6-10, 

TR-101 R-94, R-95

WT-134 R-5, R-6, R-8, R-34, R-35 , Use case 5.1.2 Layer 1 – 4 Policy and QOS use case


	8021 Protocol ID

	Optional; Multiple Occurrence
	Service Data Flow
	integer
	This parameter represents an Ethernet protocol type. This value is compared to the Ethernet Type field in the 802.3 MAC header. If a value for this parameter is not provided, then it is not consider in selecting matching packets. 
matching packets. 

This parameters is used in 802.1 Filter rules


	TR-092  R-4-73,R-6-10
TR-101 R-94, R-95
WT-134 R-5, R-6, R-8, R-34, R-35 , Use case 5.1.2 Layer 1 – 4 Policy and QOS use case


	8021 Priority Value 

	Optional; Multiple Occurrence
	Service Data Flow
	Value from 0 to 7
	This parameter represents an 802.1Q priority. This value is compared to the Priority field in the 802.1Q header. Since the 802.1Q Priority field consists of 3 bits, the values for this property are limited to the range 0..7. If a value for this parameter is not provided, then it is not considered in selecting matching packets. 
This parameters is used in 802 filtering rules and in QoS rules for indicating which is the value to be used for  marking for the traffic identified by the 802.1 filter


	TR-092  R-4-73,R-6-10, 

TR-101 R-94, R-95

WT-134 R-5, R-6, R-8, R-34, R-35 , Use case 5.1.2 Layer 1 – 4 Policy and QOS use case


	8021 VLAN ID 

	Optional; Multiple Occurrence
	Service Data Flow
	Value from 0 to 4095
	This parameter represents an 802.1Q VLAN Identifier. This value is compared to the VLAN ID field in the 802.1Q header. Since the 802.1Q VLAN ID field consists of 12 bits, the values for this parameter are limited to the range 0..4095. If a value for this property is not provided, then it is not consider  in selecting matching packets. 
This parameters is used in 802.1 Filter rules


	TR-092  R-4-73,R-6-10

TR-101 R-94, R-95

WT-134 R-5, R-6, R-8, R-34, R-35 , Use case 5.1.2 Layer 1 – 4 Policy and QOS use case



The message sent from source (PDP) to destination (PEP)  will be answered /acknowledged by answer message from the destination entity (PEP) to the (PDP) 
Note: The Value Type is provided for information and the specific format will be defined by protocol specification.

7.3.5.2 [Logical Function => PDP; Information Source =>PEP]  

– The PEP should be able to submit the following message parameters to the PDP during access session login and PEP initiated session modification. 

Table  7.3.5.2   Abstract Policy Information Elements – PEP ( PDP direction parameters submitted during subscriber login 

The information elements found in this particular information flow are considered informative and not normative as they do not refer to the requirements found in existing Broadband Forum Technical Reports.  

	Parameter
	Parameter Type 
	Category
	Type
	Description 
	Requirements or Use Case

	PDP ID
	Mandatory
	User Identification
	Octet String
	Identifies the PDP installing a Policy
	

	Vendor-Id
	Mandatory
	Identification
	String
	This parameter is used to identify the PEP vendor.  The PDP uses this when there are Vender specific differences at the PEP
	R-62

	Firmware revision
	Mandatory
	Identification
	String
	This parameter is used to identify the software revision of the PEP.  Different revisions can have different capabilities at the PEP
	R-62

	Charging Rule 
	Optional

Multiple Occurrence
	Charging
	Set Charging rule/ Update Charging rule 
	Set charging rule 
A charging rule includes the rating group, QoS information (UL/DL BW, traffic class, priority), charging mode (online, offline) and precedence. For identification purposes a charging is assigned “charging-rule-name”


	[Editors Note: More specification is required

	Policy Rule ID
	Mandatory
	Policy
	Octet String
	Identifier for policy rule activated at PEP by PDP
	WT-134 R-58, R-59, R-60

Use case  10.4, 10.5, 10.11, 10.13, 10.16



	Policy Rule Group ID
	Optional
	Policy
	Octet String
	In order to release a group of policy rules predefined at the PEP
	

	Policy rule definition
	Optional
	Policy
	
	Corresponding to the requested policy or set of policies of the PDP
	

	Session ID
	Mandatory 
	User Identification
	Unsigned Integer
	The access session ID and / or application/flow session IDs
Access session:
Unique value generated by the PEP and included in all message exchanges between the PEP and PDP. 

Application/Flow session: unique value generated by the PDP and included in all message exchanges between the PEP and PDP.

	Requirements in section 4.1 , 4.2 and  4.3

	Subscriber ID  


	Optional
	User Identification
	Octet String  
	 The subscriber ID is the identity used by subscriber to access the service. It is used by the PDP to access the subscriber’s profile in the DB/AAA. It may be used also for session binding by the PDP.
In addition, it is used for authentication
	WT-134 R-3, R-7

10.4 “Enforcement of Policies based on other business” 

WT-134:  Use case 10.3 “Enforcement of Policies based on subscriber Identity

	IP Address 
	Optional;  
	User Identification
	NA
	  The IP@  (IPv4/v6 of the subscriber or end device allocated  by PDP including the domain where it is valid.
	WT-134:  Use case 10.3 “Enforcement of Policies based on subscriber Identity “
Use case  10.13.“Volume CAP or quota per Subscriber Use case” charging per destination Use case

10.4 “Enforcement of Policies based on other business” 

10.12 “Qos with Rich Communication Services use case”

10.16 “Qos and Accouting for Value added Service usecase”

	Application / Traffic signature
	Optional; Multiple Occurrence
	Service Data Flow 
	Octet String
	This parameter represents the application/ traffic signature for which the Deep Packet Inspection Function (PEP) has detected.
	WT-134 R-44, R-45, R-46

	Flow Description ( IP 5-tuple)
	Optional; Multiple Occurrence ;


	Service Data Flow
	NA
	This parameter represents the IP 5-tuples of the application for which the Deep Packet Inspection Function (PEP) has detected
PDP may make IP flow policies based on this  parameter and push the policies to other PEP(e.g. BRAS/BNG)
	WT-134 R-44, R-45, R-46

	Application/ traffic signature /session ID
	Optional; Multiple Occurrence ;


	Policy
	Enumerated
	This parameter represents the start/stop of the application/traffic signature which the Deep Packet Inspection Function (PEP) has detected.
	WT-134 R-44, R-45, R-46

	
	
	
	
	
	

	Policy Rule Request
	Multiple Occurrence
	Policy
	Activate/ Deactivate/modify 
	Request towards PDP for a decision for policy pull mode

	WT-134 T-Y1, R-Y2

Use case 1-4 Dynamic pull section 5.1.2.4

Use case  10.4, 10.5, 10.11, 10.13, 10.16



	Policy Rule Response
	Optional

Multiple Occurrence
	Policy
	Activate/ Deactivate/modify 
	 The response is sent by PDP to authorize the request and provide the information to PEP in the policy pull mode.
	WT-134 T-Y1, R-Y2

Use case 1-4 Dynamic pull section 5.1.2.4

Use case  10.4, 10.5, 10.11, 10.13, 10.16



	Termination-Cause
	Optional
	Identification
	Enumerated
	Is used to indicate the reason why a session was terminated at PEP.
	R-40

	Policy lifetime
	Multiple Occurrence
	Policy
	Unsigned Integer
	In case of request towards PDP this contains the requested lifetime.
	Use case in section 10.7

	QoS   Parameters
	Optional; 
	QoS
	NA
	Includes the traffic class for the service data flow,  UL/DL BW for GBR connections,  maximum BW for non-GBR connections and the priority of the connection
	WT-134 R-60


	Traffic Class
	Optional; Multiple Occurrences; 
	QoS
	
	Indicates treatment of packets with respect to forwarding, scheduling, delay and packet loss. It is indicative of the service (Voice, Video, etc)
	

	Event/Trigger
	Optional; Multiple Occurrences
	Policy
	Enumerated
	The specific event detected by the PEP that triggers a session modification request to the PDP for rules re-authorization
	WT-134 Definition section 2.3
Wt-134 use cases 1- -4 layer

	Default-Access Profile
	Optional; 
	Policy
	NA
	The QoS assigned to the connection at device at attachment/Log-In time. The PDP may override the default –connection QoS it receives from the PEP at device attach/log-in.
It includes the traffic Class, priority and pre-emption of the connection
	Wt-134 use case “Provisioning and subscriber moving” section 10.11

	Interface Name
	Optional 
	User Identification
	Octet String  
	Interface name is very commonly used to see if customer logged in at their residence or in some other location
Interface name may be sourced from common attributes such as NAS-PORT-ID or DHCP option 82
	TR-101 R-134, R-135 



	MAC Address
	Optional 
	User Identification
	Octet String  
	Mac address of the customer prom
	

	Router Name
	Optional 
	User Identification
	Octet String  
	 “It is very common for PDP  to display the status of active sessions(subscribers, services, Applications requests, flows, etc..).  fix the description (BNG)…
	

	Virtual Router Name
	Optional 
	User Identification
	Octet String  
	To help identify retail and wholes subscribers
(version  router within the BNG…)
	

	Access Port  Type
	Optional 
	User Identification
	Octet String  
	.  Type of port (ATM, Ethernet) There might be different types of QoS configurations based on being an ATM or Ethernet port encap of the access loop…
	

	Access Loop Characteristics
	Optional

Multiple Occurrence
	QoS
	
	Group of access loop attributes e.g. for UL and DL directions, min, max, attainable, actual data rates  
	TR 101 R-128


The message sent from source (PEP) to destination (PDP) will be answered /acknowledged by answer message from the destination entity (PDP) to the (PEP) 
Note: The Value Type is provided for information and the specific format will be defined by protocol specification.

7.3.14.1  [Logical Function => PDP; Information Source =>PEP]  

Access Port Configuration is typically used in DSL environment. Layer 2 Control Mechanism per TR-147 chapter 7.2 can be used to implement this function.  Table 2 in TR-147 give a common set of parameters.  
	Parameter
	Parameter Type 
	Category
	Type
	Description 
	Requirements or Use Case

	Actual data rate Upstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Actual data rate of an access loop
	TR-147 R-54, R-55, R-56

	Actual data rate
Downstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Actual data rate of an access loop
	TR-147 R-54, R-55, R-56

	Minimum Data Rate Upstream
	TR-147 Mandatory 
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator
	TR-147 R-54, R-55, R-56

	Minimum Data Rate Downstream
	TR-147 Mandatory 
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator
	TR-147 R-54, R-55, R-56

	Attainable Data Rate Upstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate that can be achieved.
	TR-147 R-54, R-55, R-56

	Attainable Data Rate Downstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate that can be achieved.
	TR-147 R-54, R-55, R-56

	Maximum Data Rate Upstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate desired by the operator.
	TR-147 R-54, R-55, R-56

	Maximum Data Rate Downstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate desired by the operator.
	TR-147 R-54, R-55, R-56

	Minimum Data Rate Upstream in low power state
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator during the low power state (L1/L2).
	TR-147 R-54, R-55, R-56

	Minimum Data Rate Downstream in low power state
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator during the low power state (L1/L2).
	TR-147 R-54, R-55, R-56

	Maximum Interleaving Delay Upstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum one-way interleaving delay
	TR-147 R-54, R-55, R-56

	Actual interleaving Delay Upstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Value in milliseconds which corresponds to the inter leaver setting.
	TR-147 R-54, R-55, R-56

	Maximum Interleaving Delay Downstream
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum one-way interleaving delay
	TR-147 R-54, R-55, R-56

	Actual interleaving Delay Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Value in milliseconds which corresponds to the inter leaver setting.
	TR-147 R-54, R-55, R-56

	Access loop encapsulation
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Encapsulation found on local loop 
	TR-147 R-54, R-55, R-56

	Interworking Function Session Flag
	R-147 Mandatory
	QoS
	Unsigned Integer
	Indication that Access Node in performing Interworking between ATM based local loop and Ethernet based uplink
	TR-147 R-54, R-55, R-56

	DSL Type
	TR-147
Mandatory
	QoS
	Unsigned Integer
	The type of transmission system in use, amongst a list
of well-known DSL technologies
	TR-147 R-54, R-55, R-56, R-71

	DSL Port State
	TR-147
Mandatory
	QoS
	Unsigned Integer
	The state of the DSL line (showtime, idle, silent)
	TR-147 R-71

	DSL configuration profile name
	TR-147 Mandatory
	QoS
	String
	reference to a pre-configured DSL
profile in the Access Node
	TR-147 R-38, R-54, R-55,R-73

	Minimum Data Rate in low power state
	TR-147 Mandatory
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator during the low power state (L1/L2).
	TR-147 R-38, R-54, R-55,R-73

	Port association to a multicast
VLAN
	TR-147
Mandatory
	
	Unsigned Integer
	The association between an access port and a set of multicast VLANs
	TR-147 R-38, R-54, R-55,R-73

	Multicast Access Control List
	TR-147
Mandatory
	Service Data Flow
	Address
	a list of multicast groups/streams can be configured at the AN to
specify which groups/streams are allowed/not allowed to be sent on that port
	TR-147 R-38, R-54, R-55,R-73

	Max Simultaneous Streams
	TR-147
Mandatory
	
	Unsigned Integer
	The maximum number of authorized multicast flows which the Access port  can join simultaneously
	TR-147 R-38, R-54, R-55,R-73

	AdminStatus
	TR-147
Mandatory
	Security
	Enumerated
	is used to block a suspicious port
after a security attack
	TR-147 R-38, R-54, R-55,R-73

	Access Control List
	TR-147
Mandatory
	Service Data Flow
	Address
	A access control lists for security purposes include: 
Source MAC address filter;

Destination MAC address filter;

Source IP address filter
	TR-147 R-38, R-54, R-55,R-73


7.3.5.4[Physical Node => BRAS/BNG; Source Physical Node =>Access Node]

The information elements found in this particular information flow are normative as it refers to the requirements found in existing Broadband Forum Technical Reports.  How information is exchanged within the information flows is considered informative.

Access Resource Reporting is typically used in DSL environment. Dependent on operation model various techniques such as DHCP Relay Agent per TR-101 chapter 3.9.4 or Layer 2 Control Mechanism per Section 7.2/TR-147 can be used. All in common is a reporting of TC-Layer information. The table 3 and 4 in TR-101 and Table 1 in TR-147 give a common set of parameters. It may be operator’s choice which set of parameters to be used.
	Parameter
	Parameter Type 
	Category
	Type
	Description 
	Requirements or Use Case

	Agent Circuit ID
	TR-101 Mandatory
TR-147 Mandatory
	User Identification
	String
	From TR-101, R-112

The Agent Circuit ID contains a locally administered ASCII string generated by the Access Node, representing the corresponding access loop logical port (Uinterface)
	TR-101 R-112, R-119, R-122, R-123, R-124, R-126 


TR-147 R-54, R-55, R-56

	Agent Remote ID
	TR-101 Mandatory
TR-147 Mandatory
	User Identification
	String
	The Agent Remote ID contains an operator-configured string of 63 characters maximum that (at least) uniquely identifies the user on the associated access loop on the Access Node on which the DHCP discovery message was received.
	TR-101 R-113,R-120, 


TR-147 R-54, R-55, R-56

	
	
	
	
	
	

	Actual data rate Upstream
	TR-101 Mandatory
TR-147 Mandatory
	QoS
	Unsigned Integer
	Actual data rate of an access loop
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Actual data rate
Downstream
	TR-101 Mandatory
TR-147 Mandatory
	QoS
	Unsigned Integer
	Actual data rate of an access loop
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Minimum Data Rate Upstream
	TR-101 Mandatory
TR-147 Mandatory 
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Minimum Data Rate Downstream
	TR-101 Mandatory

TR-147 Mandatory 
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Attainable Data Rate Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate that can be achieved.
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Attainable Data Rate Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate that can be achieved.
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Maximum Data Rate Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate desired by the operator.
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Maximum Data Rate Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate desired by the operator.
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Minimum Data Rate Upstream in low power state
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator during the low power state (L1/L2).
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Minimum Data Rate Downstream in low power state
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator during the low power state (L1/L2).
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Maximum Interleaving Delay Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum one-way interleaving delay
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Actual interleaving Delay Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Value in milliseconds which corresponds to the inter leaver setting.
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Maximum Interleaving Delay Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum one-way interleaving delay
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Actual interleaving Delay Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Value in milliseconds which corresponds to the inter leaver setting.
	TR-101 R-129, R-130, R-131

TR-147 R-54, R-55, R-56

	Access Loop encapsulation
	TR-101 Optional
TR-147 Mandatory
	QoS
	Unsigned Integer
	Encapsulation found on local loop
	TR-101 R-132, R-130, R-131

TR-147 R-54, R-55, R-56

	Interworking Function Session Flag
	TR-101 Mandatory
R-147 Mandatory
	QoS
	Unsigned Integer
	Indication that Access Node in performing Interworking between ATM based local loop and Ethernet based uplink
	TR-101 R-84

TR-147 R-54, R-55, R-56

	DSL Type
	TR-147
Mandatory
	QoS
	Unsigned Integer
	The type of transmission system in use, amongst a list

of well-known DSL technologies
	TR-147  R-71

	DSL Port State
	TR-147
Mandatory
	QoS
	
	The state of the DSL line (showtime, idle, silent)
	TR-147 R-71


7.3.5.5[Logical Function => AAA; Source Physical Node =>BRAS/BNG]
The information elements found in this particular information flow are normative as it refers to the requirements found in existing Broadband Forum Technical Reports.  How information is exchanged within the information flows is considered informative.

Access Resource Reporting is typically used in DSL environment. Dependent on operation model various techniques such as DHCP Relay Agent per TR-101 chapter 3.9.4 or Layer 2 Control Mechanism per TR-147 chapter 7.2 can be used. All in common is a reporting of TC-Layer information. The table 3 and 4 in TR-101 and Table 1 in TR-147 give a common set of parameters. It may be operator’s choice which set of parameters to be used.
	Parameter
	Parameter Type 
	Category
	Type
	Description 
	Requirements or Use Case

	Agent Circuit ID
	TR-101 Mandatory
TR-147 Mandatory
	User Identification
	String
	From TR-101, R-112
The Agent Circuit ID contains a locally administered ASCII string generated by the Access Node, representing the corresponding access loop logical port (Uinterface)
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Agent Remote ID
	TR-101 Mandatory
TR-147 Mandatory
	User Identification
	String
	The Agent Remote ID contains an operator-configured string of 63 characters maximum that (at least) uniquely identifies the user on the associated access loop on the Access Node on which the DHCP discovery message was received.
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Domain Unique IP address
	Optional
	User Identification
	
	The IP address of the User for which profile information is being pushed.

The addressing domain in which the IP address is significant.

	

	Actual data rate Upstream
	TR-101 Mandatory
TR-147 Mandatory
	QoS
	Unsigned Integer
	Actual data rate of an access loop
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Actual data rate
Downstream
	TR-101 Mandatory
TR-147 Mandatory
	QoS
	Unsigned Integer
	Actual data rate of an access loop
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Minimum Data Rate Upstream
	TR-101 Mandatory
TR-147 Mandatory 
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Minimum Data Rate Downstream
	TR-101 Mandatory

TR-147 Mandatory 
	QoS
	Unsigned Integer
	Minimum data rate /desired by the operator
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Attainable Data Rate Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate that can be achieved.
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Attainable Data Rate Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate that can be achieved.
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Maximum Data Rate Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate desired by the operator.
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Maximum Data Rate Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum data rate desired by the operator.
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Minimum Data Rate Upstream in low power state
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator during the low power state (L1/L2).
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Minimum Data Rate Downstream in low power state
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Minimum data rate desired by the operator during the low power state (L1/L2).
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Maximum Interleaving Delay Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum one-way interleaving delay
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Actual interleaving Delay Upstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Value in milliseconds which corresponds to the inter leaver setting.
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Maximum Interleaving Delay Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Maximum one-way interleaving delay
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Actual interleaving Delay Downstream
	TR-101 Optional TR-147 Mandatory
	QoS
	Unsigned Integer
	Value in milliseconds which corresponds to the inter leaver setting.
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Access loop encapsulation
	TR-101 Mandatory
TR-147 Mandatory
	QoS
	Unsigned Integer
	Encapsulation found on local loop 
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	Interworking Function Session Flag
	TR-101 Mandatory
R-147 Mandatory
	QoS
	Unsigned Integer
	Indication that Access Node in performing Interworking between ATM based local loop and Ethernet based uplink
	TR-101 R-134, R-135 

TR-147 R-54, R-55, R-56

	DSL Type
	TR-147
Mandatory
	QoS
	Unsigned Integer
	The type of transmission system in use, amongst a list

of well-known DSL technologies
	TR-147 R-54, R-55, R-56, R-71

	DSL Port State
	TR-147
Mandatory
	QoS
	Unsigned Integer
	The state of the DSL line (showtime, idle, silent)
	TR-147 R-71


7.3.5.6[Logical Function => PDP; Information Source =>AAA]  

The information elements found in this particular information flow are considered informative and not normative as they do not refer to the requirements found in existing Broadband Forum Technical Reports.  

Table 7.3.5.6  Abstract Policy Information Elements – AAA ( PDP direction parameters submitted for policy 

	Parameter
	Parameter Type 
	Category
	Type
	Description 
	Requirements or Use Case

	Globally Unique IP address
	Mandatory
	User Identification
	
	The IP address of the User for which profile information is being pushed.

The addressing domain in which the IP address is significant.
	WT-134:  Use case 10.3 “Enforcement of Policies based on subscriber Identity “
Use case  10.13.“Volume CAP or quota per Subscriber Use case” charging per destination Use case

10.4 “Enforcement of Policies based on other business” 

10.12 “Qos with Rich Communication Services use case”

10.16 “Qos and Accounting for Value added Service use case”

	Logical access ID
	Mandatory
	User identification
	Octet String
	The identity of the logical access to which the user device is connected.


This correspond to the Agent ID in case of IPv4 and to Interface Id of DHCP option 82 for IPv6


	TR-101 R-134, R-135 



	Access Network Type
	Optional
	User identification
	
	The type of access network over which IP connectivity is provided to the user device.
	

	User Network Access Profile Id
	Optional
	User identification
	UTF8String
	Identifier for a specific profile of a user for network access.
	

	Physical Access ID
	Optional
	User identification
	UTF8String
	The identity of the physical access to which the user device is connected. 
	

	QoS Profile Information 
	Optional
	QoS
	
	Transport service class, media type, bandwidth, priority.
	

	8021 VLAN ID 

	Optional; Multiple Occurrence
	Service Data Flow
	Value from 0 to 4095
	This parameter represents an 802.1Q VLAN Identifier. This value is compared to the VLAN ID field in the 802.1Q header. Since the 802.1Q VLAN ID field consists of 12 bits, the values for this parameter are limited to the range 0..4095. If a value for this property is not provided, then it is not consider  in selecting matching packets. 
This parameters is used in 802.1 Filter rules


	8021 VLAN ID 



Note: The Value Type is provided for information and the specific format will be defined by protocol specification.

7.3.5.7 [Logical Function => AAA; Information Source =>PDP]  


Table 7.3.5.7 Abstract Policy Information Elements – PDP ( AAA direction parameters submitted for policy 
The information elements found in this particular information flow are considered informative and not normative as they do not refer to the requirements found in existing Broadband Forum Technical Reports.  

	Parameter
	Parameter Type 
	Category
	Type
	Description 
	Requirements or Use Case

	PDP Id
	Mandatory
	User identification
	OctetString
	Identifies the PDP requesting profile information.
	WT-134 R-X1

	Globally Unique IP address
	Mandatory
	User Identification
	
	The IP address of the User for which profile information is being pushed.

The addressing domain in which the IP address is significant.
	WT-134:  Use case 10.3 “Enforcement of Policies based on subscriber Identity “
Use case  10.13.“Volume CAP or quota per Subscriber Use case” charging per destination Use case

10.4 “Enforcement of Policies based on other business” 

10.12 “Qos with Rich Communication Services use case”

10.16 “Qos and Accounting for Value added Service use case”

	User Network Access Profile Id
	Optional
	User identification
	UTF8String
	Identifier for a specific profile of a user for network access.
	

	Push Result
	Mandatory
	-
	Unsigned32
	Result of the request
	WT-134 R-Z1
Use case 1-4 Dynamic push section 5.1.2.3

Use case  10.4, 10.5, 10.11, 10.13, 10.16




Note: The Value Type is provided for information and the specific format will be defined by protocol specification.

7.4 Policy Information Objects Definitions

7.4.1 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3060 with no Modifications

The following normative Table defines which object types definitions are utilized and referenced from RFC 3060 and are included in WT-134 PIM

	Section
	Object Name
	Description from RFC
	Requirements or Use Case

	TBD
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Requirements or Use Case

	TBD
	
	
	

	
	
	
	


7.4.2 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3460 with no Modifications

The following normative Table defines which object types definitions are utilized and referenced from RFC 3460 and are included in WT-134 PIM

	Section
	Object Name
	Description from RFC
	Reasoning or Use case

	6.20
	8021Filter 
	This concrete class allows 802.1 source and destination MAC addresses , 802.1 protocol ID, priority and VLAN identifier fields to be addressed 

	TR-092  R-4-73,R-6-10, R-4-74

TR-101  from R15 to R-25, R-26, R-27, R-28, R-29, R-30, R-31, R-32, R-39, R-40, R-58, R-60, R-94, R-95

WT-134 R-5, R-6, R-8, R-34, R-35 , Use case 5.1.2 Layer 1 – 4 Policy and QOS use case
WT-145: if any
WT-178: if any


	6.19
	IPHeadersFilter 

	This concrete class contains the most commonly required properties for performing filtering on IP, TCP or UDP headers. Properties not present in an instance of IPHeadersFilter are treated as 'all values'. 

	This concrete class contains the most commonly required properties for performing filtering on IP, TCP or UDP headers. Properties not present in an instance of IPHeadersFilter are treated as 'all values'. 


	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Reasoning or Use case

	TBD
	
	
	

	
	
	
	


7.4.3 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3644 with no Modifications

The following normative Table defines which object types definitions are utilized and referenced from RFC 3644 and are included in WT-134 PIM

	Section
	Object Name
	Description from RFC
	Requirements or Use Case

	TBD
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Requirements or Use Case

	TBD
	
	
	

	
	
	
	


7.4.4 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3670 with no Modifications

The following normative Table defines which object types definitions are utilized and referenced from RFC 3670 and are included in WT-134 PIM

	Section
	Object Name
	Description from RFC
	Requirements or Use Case

	4.3.11
	TokenBucketMeterService 
	A concrete class classifying admitted traffic with respect to a token bucket.  Either two or three levels of
conformance can be defined
Additional cross references:
TokenBucketMeterService refers to RFC 3290 “An Informal Management Model for DiffServ Routers”
And RFC 3290 refers to RFC 2697 “A Single Rate Three Color Marker”
And RFC 3290 refers to RFC 2698 “A Two Rate Three
Color Marker”
	TR-092:  R-6-40, R-7-02, R-7-03, R-9-02, R-9-03, R-9-04, R-10-12, 
TR-101:  R-208, R-268, R-301, R-335,
WT-134:  Use case 10.1 “Enforcement of Traffic Policies based on Traffic Flow Identifiers and “
Use case  10.13.1 “Volume charging per destination Use case”


	4.3.16
	8021QMarkerService
	This is a concrete class that represents the marking of the user priority field defined in the IEEE 802.1Q specification. 

	TR-092  R-4-73,R-6-11

TR-101 R-20, R-21, R-59

WT-134 Use case 5.1.2 Layer 1 – 4 Policy and QOS use case
WT-145: if any
WT-178: if any


	4.3.15
	DSCPMarkerService 

	This is a concrete class that represents the marking of the differentiated services codepoint (DSCP) within the DS field in the IPv4 and IPv6 packet headers, as defined in [R2474]. 

	TR-59 R62, R147, R148
TR-092 R-6-11

WT-134, R-34, R-35


	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Requirements or Use Case

	TBD
	
	
	

	
	
	
	


Please note the next sections are place holders

7.4.5 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3060 with Modifications

	Section
	Object Name
	Description from RFC
	Requirements or Use Case

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Requirements or Use Case

	
	
	
	


7.4.6 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3460 with Modifications

	Section
	Object Name
	Description from RFC
	Requirements or Use Case

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Requirements or Use Case

	
	
	
	


7.4.7 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3644 with Modifications

	Section
	Object Name
	Description from RFC
	Requirements or Use Case

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Requirements or Use Case

	
	
	
	


7.4.8 Policy Information Model Objects, Associations and Aggregations Definitions from RFC 3670 with Modifications

	Section
	Object Name
	Description from RFC
	Description of changes

	
	
	
	

	Section
	Associations and Aggregation Name
	Description from RFC
	Description of changes

	
	
	
	


7.4.9 New Policy Information Model Objects
	Name
	Description
	Derived From
	Type
	Abstract
	Properties

	
	
	
	
	
	

	Property
	Description

	
	

	
	


	Name
	Description
	Derived From
	Type
	Abstract
	Properties

	
	
	
	
	
	

	Property
	Description

	
	

	
	


	Name
	Description
	Derived From
	Type
	Abstract
	Properties

	
	
	
	
	
	

	Property
	Description

	
	

	
	


	parameter
	Parameter Type
	Category
	Value type
	Description 
	Reasoning or Use case

	QoS Queuing profile
	
	QoS
	String
	This object identifies the QoS queuing (scheduling) policy that the BNG shall apply to the IP session
	TR-59 R-64, R-66

TR-092 R-6-30, R-6-31, R-6-37 to R-6-55

TR-101 R164 to R175

WT-134 R-35

TR-144 R-68
TR-177 R-37, R-38


	Name
	Description
	Derived From
	Type
	Abstract
	Properties

	MulticastFilter 

	A class that allows  source                       and/or Multicast Address in IGMP message  to be  expressed in a single object

	FilterEntryBase (referenced from RFC 3460)

	Concrete

	Flase
	MulticastSrcAddress 
MulticastSrcAddressEndOfRange 

MulticastSrcMask 

MulticastGroupAddress 

MulticastGroupAddressEndOfRange 

MulticastGroupMask

	Property
	Description

	MulticastSrcAddress
	This property is an OctetString representing a source IP address.  When there is no MulticastAddressEndOfRange value, this value is compared to the source address  in the IGMPV3 Membership Report Message, subject to the mask represented in the MulticastSrcMask property. (Note that the mask is ANDed with the address.)  When there is a MulticastSrcAddressEndOfRange value, this value is the start of the specified range (i.e., the MulticastSrcAddress is lower  than the HdrSrcAddressEndOfRange) that is compared to the source address in the IGMPV3 Membership Report Message and matches on any value in the range.  If not present matches for all values 


	Property
	Description

	MulticastSrcAddressEndOfRange 

	This property is an OctetString representing the end of a range of source  IP addresses (inclusive), where the start of the range is the  MulticastSrcAddress property value.
If a value for MulticastSrcAddres is not provided, then this property also MUST NOT be provided. If a value for this property is provided, then MulticastSrcMask MUST NOT be provided



	Property
	Description

	MulticastSrcMask 

	This property is an OctetString representing a mask to be used in comparing the source address in the the IGMPV3 Membership Report Message with the value  represented in the MulticastSrcAddress property.
If a value for this property is not provided, then the filter does not consider MulticastSrcMask in selecting matching packets, i.e., the value of MulticastSrcAddress or the source address range must match the source address in the IGMPV3 Membership Report Message exactly.  If a value for this property is provided, then MulticastSrcAddressEndOfRange MUST NOT be provided

	Property
	Description

	MulticastGroupAddress 

	This property is an OctetString representing a mulitcast group address.  When there is no MulticasGrouptAddressEndOfRange value, this value is compared to the multicast address  in the IGMP Membership Report Message, subject to the mask represented in the MulticastGroupMask property. (Note that the mask is ANDed with the address.)  When there is a MulticastGroupAddressEndOfRange value, this value is the start of the specified range (i.e., the MulticastGroupAddress is lower  than the MulticastGroupAddressEndOfRange) that is compared to the multicast address in the IGMP Membership Report Message and matches on any value in the range.  


	Property
	Description

	MulticastGroupeAddressEndOfRange 

	This property is an OctetString representing the end of a range of multicast group addresses (inclusive), where the start of the range is the  MulticastGroupAddress property value. If a value for this property is provided, then MulticastGroupMask MUST NOT be provided


	Property
	Description

	MulticastGroupMask 

	This property is an OctetString representing a mask to be used in comparing the multicast address in the the IGMP Membership Report Message with the value  represented in the MulticastGroupAddress property.
If a value for this property is not provided, then the filter does not consider MulticastSrcMask in selecting matching packets, i.e., the value of MulticastSrcAddress or the source address range must match the source address in the IGMP Membership Report Message exactly.  If a value for this property is provided, then MulticastGroupAddressEndOfRange MUST NOT be provided


	Name
	Description
	Derived From
	Type
	Abstract
	Properties

	MulticastControlServcie 
	A class to define how IGMP message and Multicast  duplication are processed in the data forwarding                      path of network device

	ConditioningService(referenced from RFC 3670
	Concret
	False 

	MulitcastAssociateMVlan 
MulitcastProcess 



	Property
	Description

	MulitcastAssociateMVlan 

	This property is a OctetString  represents an multicast VLAN Identifier to be used for associating  a IGMP message to a specific multicast  domain

	MulitcastProcess 

	This property is an enumerated 16-bit unsigned integer that is used  to specify the IGMP message and Multicast  duplication  process  represented by an instance of  MulticastControlServcie 
1 – Create MAC-level Group Filter entries in a multicast  VLAN based on multicast group address in IGMP message and forward the  IGMP message within a multicast VLAN. The multicast VLAN is  specified by MulitcastAssociateMVlan property;

2- Dropped the IGMP message;

3-  forward the IGMP message as user data 




Reasoning or Use case : 

TR-101  R204,R-210,R-211,R-218,R-219

WT134  R38

Notes: because these policy information model objects are derived from RFC 3460 and RFC 3670, they can reuse existing Associations and Aggregation in RFC 3460 and FC 3670.

7.4.10 New Policy Information Model Associations and Aggregation Names
	Name
	Derived From
	Abstract
	Properties
	Description

	
	
	
	
	


	Name
	Derived From
	Abstract
	Properties
	Description

	
	
	
	
	


7.4.11 Vendor proprietary extensions

Nowadays legacy systems (Access Node, BNG, AAA) manage Vendor-Proprietary Extensions in their informational model. The aim is to implement operator-specific use cases that are not supported by Broadband Forum specifications. This is handled through the usage of Vendor-Specific Attributes (VSA).

For instance, TR-101 R-114 requests the support of the insertion of vendor specific information by the Access Node DHCP relay agent.

By means of the usage of VSA for Policy Control, the IM can be easily extended and adapted, enabling quick deployments, and allowing customization for services for the Service Providers and Policy Control Vendors alike.

R-70. The protocol design for the R reference point MUST support the exchange of Vendor-Specific Information.
7.5 Types of Policy
7.5.1 Traffic Policy

7.5.2 Control Policy

8 Relation to Broadband Forum Standards 

8.1 TR-059

TR-059 ‎[2] presents the DSL Evolution – Architecture Requirements for the Support of QoS-Enabled IP Services. This standard outline an evolution of mass market DSL services to deliver multiple levels of QoS enabled IP layer services to DSL subscribers from one or more service providers. In support of this service evolution, a reference architecture and supporting requirements are included that outline the logical entities , reference points and interface specifications needed from a subscriber or a Service Provider to access these new services.

The TR-59 standard provides a set of architectural requirements to support the proposed new service models. Includes requirements regarding:

• IP-based services and QoS
• A single network control plane
• The migration of DSL regional transport to leverage newer, alternative technologies

The DSL architecture and requirements put forward by the TR-59 document enable product and service enhancements, which are described in TR-058 including : Bandwidth on Demand, QoS, including QoS on Demand, Many-to-Many Access, Content Distribution.

The TR-59 presents A two-phased approach QoS Architecture:

Phase 1 is characterized by Diffserv provided through static provisioning. 

Phase 2 describes a subsequent time with a dynamic mechanism for changing the Diffserv QoS parameters through the use of a policy-based networking enhancement.
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Figure 51 BPCF Relation to Broadband Forum Standard TR-059

The WT134 working text consolidates requirements also from the TR-59 standard and form an integrated view of current business and technical requirements for policy and policy management. 

The WT134 architecture and requirements enables the PDP (Policy Decision point) entity to control policy based QoS by interfacing and interacting with the BRAS PEP (Policy enforcement points) over the R reference point and Leaves but not specify  the option to control the customer premises gateway PEP. 
8.2 TR-069 

TR-069 specifies a protocol for communication between a CPE and Auto-Configuration Server (ACS) that encompasses secure auto-configuration as well as other CPE management functions within a common framework.  

TR-069 “CPE WAN Management Protocol” is intended to support a variety of functionalities to manage a collection of CPE, including the following primary capabilities:

• Auto-configuration and dynamic (on-demand, not real-time) service provisioning

• Software/firmware image management

• Software module management

• Status and performance monitoring
• Diagnostics
TR-069 provides the transport, method calls, and common framework to communicate with CPEs. TR-098 describes the version 1 root data model and TR-181describes the version 2 root data model to be used for static configuration of Policy and QoS with TR-069 managed devices. The TR-098 and TR-181 data models include support for classification, tagging, shaping, queuing, and policing.   This is consistent with the TR-134 architecture that allows for static configuration of Policy and QoS on an RG.

Please note the requirements for these Policy and QoS data model elements are found in TR-124  “Functional Requirements for Broadband Residential Gateway Devices”.

Below is a diagram taken from TR-069. It displays an end-to-end view of TR-069 and how it manages TR-069 capable CPE devices via an Auto-Configuration Server.
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Figure 52 : From TR-069

8.3 TR-101

8.3.1 TR-101 Overview
This document outlines how an ATM aggregation network can be migrated to an Ethernet based aggregation network in the context of TR-25 and TR-59 based architectures. This document provides an architectural/topological model of such an Ethernet based aggregation network that supports the business requirements in TR-058. In doing so it describes requirements for protocol translation and interworking, QoS, multicast, security, and OAM for a DSL aggregation network.
8.3.2 TR-101 requirements related to the BPCF

TR-101 includes an extensive set of requirement on packet classification, scheduling and forwarding, VLAN support, policing and QoS. 

R-xx BPCF shall be able to provide sufficient information over the R-interface as required by the TR-101 based access network to support packet classification, scheduling and forwarding, VLAN support, policing and QoS. 

8.4 TR-144

The Broadband Forum technical report TR-144, “Broadband Multi-Service Architecture & Framework
Requirements”, describes the business requirements for a Multi-Service Architecture & Framework. These requirements include the need for network interconnection standards for broadband access, QoS support and Bandwidth on demand, increased overall bandwidth and higher network reliability and availability.  The scope of TR-144 includes a generic converged Broadband Multi-Service network architecture. This converged broadband architecture supports a broad range of services, including both emerging and legacy services, with an extension to a degree of nomadism support; as well as market segments in addition to the residential and retail focused view. In particular the needs of the business and wholesale markets are addressed.  The scope of TR-144 also includes services like IPTV that require end to end Quality of Service, and business VPN services that may drive the need for higher network reliability and availability.

Figure 1 depicts the TR-144 broadband multi-service reference model, which supports policy control and management functionality.  TR-144 specifies that in order to support new services and their underlying network features, the management of the Broadband Multi-Service architecture is extended to include policy management and control, which is defined at a high level as dynamic configuration based on a set of inputs and/or stimulus plus the ability to resolve the outcome based on a set of rules.  The broadband multi-service reference model includes a Policy Controller that interacts with the network by means of an interface to one or more of the network elements.  Two types of policy control interface are indicated in the TR-144 reference model.  The interface between the network element(s) and the Policy Controller is denoted with the R reference point. The other interface to the Policy Controller, over which policy inputs are made, is denoted with the G reference point.  The policy control and management interfaces provide the intelligence to facilitate the orderly delivery of the services.
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Figure 53 Broadband Multi-service Reference Model

8.4.1 Overview of TR-144 requirements related to the BPCF

The following subsections summarize requirements from the TR-144 Broadband multi-service architecture that are relevant to the WT-134 Broadband Policy Control Framework.
8.4.1.1 Guaranteed and relative QoS 
In TR-144, the generic terms “QoS” and “QoS on Demand” are used to describe the general concept of differentiated traffic delivery implemented by means of traffic parameters, without regard to any specific parameter or bound / guarantee. Wherever possible, the qualifying adjectives “Relative” and “Guaranteed” should, at a minimum, be used when describing the needs of a particular service. Ideally, the full definition of the QoS requirements of an application or service should define the various parameters (priority, delay, jitter, etc), any boundaries and the type of boundaries (engineered or contractual) involved.

The term “relative QoS” is used to refer to a traffic delivery service without absolute bounds on the achieved bandwidth, packet delay or packet loss rates. It is used to handle certain classes of traffic differently from other classes.

The term “guaranteed QoS” is used to refer to a traffic delivery service with certain bounds on some or all of the QoS parameters. These bounds may be hard ones, such as those encountered through such mechanisms as RSVP. Other sets of bounds may be contractual, such as those defined in service level agreements (SLAs).

8.4.1.2 Static and signaled/dynamic QoS 
TR-144 defines the concepts of “bandwidth on demand” and “QoS on demand”.  The former is the ability to change the access bandwidth allocated in response to applications, specific network connectivity, or the user’s desire to upgrade his/her bandwidth, while the latter is the ability to request the QoS capabilities described above in an on-demand fashion.
The bandwidth on demand capability must support a sharing model in which an application may have access to some or all of the bandwidth used by the NSP and it may have access to that bandwidth with greater, equal, or lesser precedence than the NSP applications.  Similarly, this application may also be able to pre-empt bandwidth that other ASP applications are attempting to use.

TR-144 specifies that the Broadband Multi-Service architecture must support both signaled and pre-provisioned QoS.

8.4.1.3 Service-related information for classification, admission control and scheduling purposes
Each service provider connection can have a fixed set of service parameters that are implemented at session startup such as bandwidth and default QoS. Each session may also take advantage of dynamic network features such as Bandwidth on Demand and QoS on Demand.  The Broadband Multi-Service architecture must support the ability to reserve (or deny) the bandwidth requested for a session or flow.
8.4.1.4 QOS attributes
Network QoS and QoS related parameters specified in TR-144 include bandwidth, packet transfer delay, packet transfer delay variation, bit error rate and lost packet rate.  Support of QoS can be achieved at network level, flow level, and packet level. At the network level, all customer traffic in the network is affected. At the flow level, only certain customer flows are affected. At the packet level, the QoS treatment is supported at a packet-by-packet granularity.

8.4.1.5 Service based accounting
TR-144 states that it is expected that some services will be offered for a fixed fee, no matter how long the service duration or how many times the service is used in a month (or other fixed timeframe), while other services will be charged on a “per hour” or “per usage” basis.   The Broadband Multi-Service architecture must be able to provide service based accounting on the basis of both time and volume.
8.4.1.6 Wholesale support 
TR-144 specifies that the Broadband Multi-Service architecture must support wholesale access connectivity.  This will allow access providers to offer services to network providers based on wholesale relationships that are both mandated as well as freely contracted, as well as to be able to continue to offer the most popular network services of the legacy networks on newly deployed infrastructure
8.4.2 Summary

TR-144 specifies that the Broadband Multi-Service architecture must support policy control and management, which is to provide dynamic configuration based on a set of inputs and/or stimulus plus the ability to resolve the outcome based on the application of a set of rules.  In this regard the TR-144 reference model includes a policy controller as well as the G and R reference points.  These reference points correspond to the G and R reference points that are incorporated into WT-134.  With respect to policy and control, TR-144 specifies that the Broadband Multi-service network support an information model that abstracts network instantiations from the application layer.  WT-134 includes a policy information model to address this requirement.

8.5 TR-147

TR-147 provides a framework for the Layer 2 Control Mechanism and identifies a number of use cases for which this mechanism may be appropriate.  TR-147 is an architectural extension to the Broadband Forum’s TR-059 ATM access architectures and TR-101 Ethernet access architectures (TR-101, TR-156, TR-167, TR-177 and TR-187).  The Layer 2 Control Mechanism that runs directly between a BNG and an Access Node, is used to perform QoS-related, service-related and subscriber-related operations. TR-147 allows access link related operations to be performed within those network elements, while avoiding any impact on the existing management systems.

TR-147 defines the network element requirements and describes information flows and the protocol requirements for the following use cases:

- Reporting the characteristics of the access links and/or general Access Node capabilities to a BNG that uses this information for QoS purposes;

- Configuration of service parameters on selected access ports. This may include physical layer service parameters (e.g. DSL maximum net data rate) or network layer service parameters (e.g. 802.1p scheduling configuration on the access link);

- Triggering a point-to-point OAM mechanism on selected access links. This may include ATM OAM in the case of ATM-Ethernet interworking (cf. TR-101), or Ethernet OAM in the case of an end-to-end Ethernet network;

- Communicating multicast related information between a BNG and an Access Node in order to configure, for example, multicast Access Control Lists.

TR-147 provides a mechanism to share important local loop, service and QOS related parameters between the BNG and the Access node. TR-147 mentions interaction with RADIUS based AAA complex and/or Policy Server when achieving Access port Discovery, Port Configuration and Multicast use cases. 

The information flows and parameters found in TR-147 and TR-101 have been incorporated into WT-134 as Policy information Objects and Policy Information flows. The L interface found in WT-134 functional architecture diagram is a direct consequence of the communication channel found inTR-147. The B reference interface for AAA interaction found in WT-134 and its related RADIUS attributes that are defined in TR-101.
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Figure 54: from TR-147 

9 Relation to NGN Standards 

9.1 ETSI TISPAN RACS 

9.1.1 
Functional description

9.1.2 
Overview

The Resource and Admission Control Subsystem (RACS) provides support for policy-based resource reservation and admission control and for managing traffic policies. It also plays a role in controlling Network Address Translation (NAT) at the edge of network segments and for assisting in remote NAT traversal for which it can control a BGF (Border Gateway Function).

The RACS architecture (Figure x) is defined in ETSI ES 282 003. It is articulated around two primary functional entities: the Service-based Policy Decision Function (SPDF) and Resource and Admission Control Functions (x-RACF). The SPDF is the single point of contact to Application Functions (AFs) for requesting resources. Each x-RACF is responsible for performing admission control for use of resources under its responsibility. The resources considered are essentially transport resources but not exclusively (e.g. processing resources may also be taken into account). An SPDF communicates with one re more x-RACF at the Rq reference point. The RACS can export charging information at the Rf reference point.


[image: image46.emf]AF

Service Layer

RACS

BGF

NASS

(AAA)

BTF

RCEF

User Equipment

SPDF

X-RACF

Rr

e4 

Media Flows (e.g. RTP)

Service Control (e.g. SIP)

Rf

Rq

Ri' 

Rd' 

Re 

Ia

Gq' 

Off-line 

charging

Other

SPDF

TS 183 018

ES 283 034

TS 183 017

ES 283 026

TS 183 060

TS 183 071

TR 183 070

TS 183 067

Transport-level functions


Figure 55 Relations to Other NGN standards- RACS Functional Architecture

Requests for resources are issued by Application Functions at the Gq' reference point. Resources can be related to a unicast or multicast session. The decisions that the SPDF makes are based on policies that are said to be “service-based” as they depend on the type of application and class of service requested. There are scenarios where an SPDF needs to forward a request to another SPDF. This occurs at the Rd' or Ri' reference point depending on whether they belong to the same administrative domain or not.

Two functional specializations of x-RACF (generic Resource Admission Control Function) have been defined:  the A-RACF, which deals with resources in access networks, and the C-RACF, which deals with resources in core networks. Every x-RACF may receive requests from an SPDF, from a transport-level network element or from another x-RACF located in the same operator's domain. Based on these requests and available policy information, an x-RACF accepts or rejects reservation requests for the transport resources within its control. An x-RACF having granted resources to an application may set or modify traffic policies in some of the transport nodes that will be involved in processing the associated media streams using the Re reference point.

The RACS is defined as a purely functional architecture not mandating where functional entities are to be implemented. As protocols, except for the Ia reference point, DIAMETER is used.

9.1.3 
Admission Control
One of the prime functions of any x-RACF is to perform admission control for the resources it is responsible for. An x-RACF receiving an admission control request referencing resources under its control verifies that the available resources are compatible with the requested resources taking into account existing reservations.  Admission control requires the x-RACF to be able to retrieve topology and resource information from any combination of local configurations, external systems and network entities. This implies knowledge of the topology (including congestion point(s) and the current reservations) of a segment.  In the case of a DSL-based access network, this verification will typically involve checking transport resources in the access segment (e.g. bandwidth allocated to an ATM VC) and in the aggregation segment (e.g. bandwidth allocated to a VLAN or an ATM VP). The admission control logic in an A-RACF may, depending on the operator’s policy, include an additional step for checking that the amount of requested bandwidth is compatible with the subscriber access profile (i.e. received over the e4 reference point) taking into account the amount of bandwidth used by existing reservations.
The RACS specifications allow for multiple x-RACF instances in the same transport segment. An x-RACF may be implemented in a standalone platform or embedded in transport network elements. One or more of those instances may be located within transport network elements (e.g. AN and/or BNG). Co-ordination of admission control is achieved via the Rr reference point between x-RACF instances.  This co-ordination may be needed to avoid uncontrolled overbooking (in case more than one x-RACF is entitled to admit traffic over the same resources) or to reserve resources spanning multiple transport segments each of which being under the control of a different x-RACF.

Coordination between x-RACF instances may be performed on a per-request or aggregated basis as follows:

· per-request coordination, which is coupled to reservation requests arriving over Rq or Re, and is only applicable to the unicast service, NOT to the multicast service

· bulk coordination (a.k.a. aggregated basis), which is decoupled from reservation requests arriving over Rq or Re. Aggregate level delegation requests are independent from application triggers although they may result from processing of the application level requests.

The bulk resource coordination approach is used when an x-RACF makes resource admission control decisions independently without consulting other x-RACFs on a per-request basis and multiple x-RACFs are managing the same resources. This requires the x-RACF to be delegated decision criteria (bandwidth, traffic properties, forwarding behavior…) for accepting or rejecting a request autonomously. The delegation of the responsibility of performing admission control can be initiated either by the x-RACF to which this responsibility is delegated, or by the x-RACF that delegates the responsibility. 

Multicast IPTV traffic is a typical case where a two-level structure may be used. This involves an Access Node embedding an x-RACF and multicast router supporting IGMP/MLD. The embedded x-RACF is delegated an amount of bandwidth enabling it to accept autonomously a certain amount of traffic. This is intended to reduce zapping delays. 

The RACS is able split the resource reservation and policy installation procedures into two steps. Whether the single (implicit commit) or two stage (separate reserve and commit steps) procedures are deployed depends on the operator’s use cases. As an example, the SIP/SDP based offer/answer model may require those procedures.
9.1.4 
Traffic Policies

The RACS provides transport-level nodes with traffic policies to be enforced. Within these network nodes, the function that is responsible for enforcing traffic policies is known as the Resource Control Enforcement Function (RCEF). Traffic policies to be enforced by an RCEF are either or both provisioned and received from the RACS. Policy information is transmitted to the RCEF over the Re reference point and includes one or more of the following elements:

· Flow description indicating whether packets sent to/from a particular address/port and related to a particular protocol are permitted to enter/leave the network node where the RCEF resides.

· QoS-Information: Maximum bandwidth, maximum burst size, committed data rate, committed burst size and excess burst size in the uplink and downlink direction.

· Class of service to be mapped to a DiffServ code point and or a Layer 2 marking.

Communication between RACS and an RCEF can use either or both a policy push and pull model:  

· With the “Push” Model”, the RACS “pushes” traffic policies to the transport functions to enforce its policy decisions. The “push” occurs on receipt of a path-decoupled request for resource authorization and/or reservation from an Application Function (AF) or from an interconnected RACS entity. 

· With the “Pull” Model”, transport processing functions “pull” traffic policies from the RACS on receipt of a path-coupled request coming from user equipment and/or other transport network elements (e.g. RSVP or IGMP messages).
9.1.5 
Support of architectural requirements
All architecture requirements and implementation examples described in clause 5 are supported by the RACS. The RACS architecture is a functional architecture, enabling both centralized and distributed deployment options.  The SPDF is the central contact point and delegates decisions to x-RACFs. x-RACF instances install policies on RCEFs (i.e. PEPs). SPDF instances may also interact with each other. x-RACF instances can be co-located with a PEP, implemented in standalone equipment units or co-located with an SPDF.

Figure Y provides a mapping on the TR-101 architecture. The G reference point maps to the RACS Gq' reference point. The R reference point maps to the RACS Re reference point.
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Figure 56 Mapping RACS on the TR101 architecture

The interaction with the CPE is being studied within RACS Release 3 and covers two modes, the CPE as PEP and as PDP (reference points named Rc / Rc’, work in progress).
9.2 ITU-T NGN

The ITU-T RACF model encompasses access as well as core networks, and is intended to apply to a variety of network technologies including fixed and mobile transport as well as core transport (e.g. MPLS).  The RACF model decouples service provisioning from the specifics of the network transport facilities, including not only the transport technology but also transport topology and QoS mechanisms. The RACF model supports dynamic management of a variety of resources across varied transport networks—different technologies, administrative domains, ownerships—to achieve end-to-end QoS and provide border control.
9.2.1 Overview

In the context of the ITU-T NGN architecture ITU-T Y.2001, the resource and admission control functions (RACF) defined in ITU-T Y.2111 serve to arbitrate between the service control functions (upper portion of Figure 1) and transport functions (lower portion of Figure 1), to control transport resources related to QoS, in access and core networks.
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The RACF functional architecture executes policy-based transport resource control upon the request of the SCF, determines transport resource availability, makes admission decisions, and applies controls to transport functions for enforcing the policy decisions. The RACF interacts with transport functions for the purpose of controlling one or more of the following functions in the transport stratum: bandwidth reservation and allocation, packet filtering; traffic classification, marking, policing, and priority handling; network address and port translation; firewall.  The RACF functional architecture supports both “push” and “pull” modes for resource control.
As indicated in Y.2111, functions supported by the RACF architecture include:

Controlling the QoS-related transport resources within packet networks and at the network boundaries in accordance with their capabilities. 
Support for different access and core transport technologies (e.g. xDSL, UMTS, CDMA2000, cable, LAN, WLAN, Ethernet, MPLS, IP, ATM), while hiding network technological and administrative details (e.g. network topology, connectivity, control mechanisms) from the SCF.
Support for resource and admission control within a single administrative domain and between administrative domains.
Resource and admission control for multicast in support of e.g. IPTV.
Resource and admission control in support of nomadicity.
The RACF functional architecture may support the following optional functions:

Export information to support charging based on resource usage and/or QoS treatments.  
Have access to and make use of information provided by network management on performance monitoring to assist in making resource-based admission decisions.
Support path selection between ingress and egress points within a single domain to satisfy QoS resource requirements.
The ITU-T RACF architecture gives an operator the option to deploy static and/or dynamic policy enforcement rules.  The static rules are pre-defined by network operators.  Static policy rules are not affected by individual service requests.  The dynamic rules are a set of policy conditions and actions for enforcing resource control on a per-flow basis, based on requests from the SCF.  Dynamic policy decisions may be modified during the lifetime of a resource control session.
The RACF architecture may control the resources for aggregated or individual flows.  In the former case the resources controlled at the aggregate level are not dependent on the beginning or end of an application session and may carry multiple application sessions.  In the latter case the resources may be controlled at the individual level, e.g. in support of media flows.
9.2.2 Architecture Summary
The RACF functional architecture consists of two types of resource and admission control functional entities as shown in Figure 1: the PD-FE (Policy decision functional entity) and the TRC-FE (Transport resource control functional entity). This decomposition of PD-FE and TRC-FE enables the RACF to support a variety of access and core networks (e.g. fixed and mobile access networks) within a general resource control framework.  The PD-FE, via the Rw interface, communicates with the PE-FE (Policy Enforcement Functional Entity) that enforces policy in the transport plane.

Functions performed by these three entities include the following:
PD-FE – Policy Decision Functional Entity
Applies network policies to resource management requests from Service Control Functions
Given an IP address pair and required BW, determines if the given flow can be supported in the network
Manages resources along the flow path including NAPT Transversal and Gate Control
TRC-FE – Transport Resource Control Functional Entity

Performs “Connection Admission Control”
Monitors network resource utilization and network topology to manage path bandwidth availability (reservation and/or monitor)
Performs mapping from network QoS parameters received from the PD-FE via the Rt reference point to transport (technology dependent) QoS parameters based on specific transport policy rules.
PE-FE – Policy Enforcement Functional Entity

Per flow policing, filtering, QoS-marking and metering
NAPT translation and Transversal
Lawful Intercept
Can provide congestion/capacity information to Service Control
Information exchanged over some key interfaces in the RACF model includes:

Rs: PD-FE－SCFs
For SCFs to request transport resource authorization and control
Information exchanged: session ID, media descriptor, application QoS requirements, priority, gate or NAPT control policy, authorization token, etc.
Rw: PD-FE－PE-FE
For PD-FE to apply controls to PE-FE concerning NAPT, hosted NAT traversal, gating, bandwidth, packet marking, etc.
Information exchanged: media descriptor, DSCP value, bandwidth committed, bandwidth authorized, authorization token, gate control command, NAPT control command, usage information, etc.
Rt: PD-FE－TRC-FE
For PD-FE to request resource availability check by TRC-FE
Information exchanged: media descriptor, bandwidth, other network QoS requirements, network path, etc.
The capability of the RACF model to support multiple administrative domains is illustrated below in Figure 2.  As indicated in Y.2111, at least one PD-FE is required to be deployed in each network administrative domain (e.g. access network domain and/or core network domain) with associated PE-FEs and TRC-FEs. The RACF may be present in an access network domain or core network domain, or may be present in both access and core network domains. The implementation and physical configuration of the PD-FE and TRC-FE are flexible; they can be distributed or centralized, and may be a stand-alone device or part of an integrated device.
*NOTE:  The objective of the Ri interface is to support nomad city.

Figure 58 RACF Example Implementation Architecture
· Each TRC-FE may control the TRE_EE for aggregation transport QoS

· Each operator administrative domain should have its own PD-FE for policy control
· Multiple PD-FE and TRC-FE instances are allowed in the same domain

· PD-FE and TRC-FE can be centralized or distributed, can be a standalone device or integrated with other network devices

9.3 3GPP 

9.3.1 Overview

3GPP recognized the importance and benefits of standardized service based Policy and Charging Control (PCC) both to service users and to operators already in the early days of the IP multimedia subsystem (IMS) standardization process. 3GPP PCC gives an operator static and/or dynamic admission, traffic and charging control via QoS and PCC rules. This PCC toolbox provides control of subscriber sessions on a service level, ensuring, for example, that a subscriber is allocated the required transport characteristics (eg. Guaranteed bit rate, minimum packet delay) for each of his services and is charged per service. 
The PCC standardization framework in 3GPP is mainly covered in SA2 as well as in SA5 on Charging and in CT3 on Diameter protocol for protocol description.

3GPP started the standardization work on service based policy and charging control in Rel-5 (completed 2002) by defining the Service Based Local Policy functionality (SBLP) within the IMS domain, which provided QoS control and service level access control. SBLP was further enhanced in Release 6 (completed 2005) by separating it from IMS, thus allowing SBLP to be used by generic services. Meanwhile, market demand for increasingly sophisticated charging models, for example, those based on application layer services and content, resulted in the introduction of the Flow Based Charging (FBC) architecture in Release 6 and defining the Offline and Online Charging System Architecture. The architecture was updated in Rel-7 (completed 2007) by merging SBLP and FBC frameworks into a common solution called Policy and Charging Control (PCC).

In Rel-8 the introduction of the Evolved Packet System (EPS) developed the PCC architecture further with enhanced support for non-3GPP accesses and an IP tunneling option between the access and the packet network gateway. Further PCC related development steps were the simplification of the QoS concept by reducing the number of QoS parameters with the introduction of the QoS Class Identity (QCI), standardization of PCC support for roaming users, minimization of requirements to the UE in QoS handling to support non-QoS-aware terminals and definition of a supported features mechanism to enable compatibility between and within releases. Some new PCC related features were introduced in Rel-8 and Rel-9, e.g. the fair usage policy to enable real-time dynamic policy decision making and enforcement based on the total network resource usage by the user, and the support for IMS emergency services. Work on Support for Broadband Forum Accesses Interworking is progressing, with emphasis on policy and QoS interworking for the following scenarios: 1) 3GPP H(e)NB and WLAN accesses when traffic is routed to the home network; 2) 3GPP H(e)NB and WLAN accesses when traffic is offloaded in the Fixed network; and  3) requirements moving towards policy convergence. 

9.3.2 PCC ARCHITECTURE from 3GPP Rel-8 onwards

The policy and charging control PCC comprises the PCEF, BBERF, PCRF, AF, OCS, OFCS and SPR. From policy and charging control’s perspective there are different architectural cases that depend on the protocol used between the Serving Gateway (SGW) and the Packet Data Network Gateway (PGW), on whether the UE is roaming or in the home network and on whether home routing or local breakout is applied to the traffic in the roaming case.
a) The PCC architecture for a non-roaming case is presented in figure 1 below. 


Figure 59 : Relations to Other NGN standards PCC architecture for a non-roaming case

b) PCC architecture for a home routed roaming case is presented in figure 2 below:


Figure 60: Relations to Other NGN standards PCC architecture for home routed roaming
The heart of the PCC architecture is the PCRF where service-session level policy decisions are taken based on PCC and QoS rules generated in the PCRF. These PCC rules are created based on operator configuration, session information received from the AF, and information received from the access network and the SPR (AF and SPR further described below). Policy decisions are forwarded to the relevant Policy and Charging Enforcement Point or PCEF (located in the PDN-GW). Dynamic PCC rules are provisioned by the PCRF, while pre-defined/static PCC rules are provisioned directly in the PCEF. 

The PCEF enforces PCRF gating requests – i.e. to control IP packet flow of a service session associated to a given PCC rule and ensures that the service session does not exceed its authorized QoS. In the case of On-line charging, the PCEF may deny access based on credit status provided by OCS. 

The AF (Application Function) interacts with applications or services that request dynamic PCC. For example, a given application may require a certain minimum bandwidth and packet delay budget for the service to be delivered with an acceptable end-user experience. This information is provided to the PCRF (see below), which decides if this request can be fulfilled. The AF can also ask the PCRF for information on traffic-level events which occur in the network relevant to the service being delivered (decrease in bandwidth availability, changes in access type).  

Subscription information related to IP-CAN transport level policies is stored in the SPR. The SPR can dynamically notify the PCRF of relevant changes to subscription information.  

OCS allows online credit control for service data flow based charging (i.e. pre-paid), while OFCS provides a repository for offline charging (i.e. post-paid) and generates charging data records to be post-processed by the billing system.  

The BBERF is applicable when a Mobile IP based mobility protocol is used towards the PDN GW. The BBERF is, if applicable, located in the serving gateway (SGW) or in access network gateway AGW for non-3GPP accesses. The main functions of the BBERF are to bind IP flows to “QoS bearers” in the access network with appropriate QoS and to report bearer level events to the PCRF. The BBERF is connected to the PCRF via a Diameter based Gxx interface which is a kind of a QoS related subset of the QoS and charging control related Gx interface between the PCRF and the PCEF (TS 29.212).

All interfaces shown are based on the Diameter protocol, except the Sp interface, for which no protocol has been specified in 3GPP. 

9.3.3 Support of architectural requirements

The 3GPP PCC matches to the TR-101 architecture in the following way:
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Figure 61 Mapping of 3GPP PCC to TR-101 architecture
The Service/Application Layer as well as the Control Layer are adopted from 3GPP PCC.

In this application the PCRF acts as the PDP.  It serves the R interface by Diameter based Gx/Gxx resp.
10 Informative Example Applications 
Please note: multipath topologies are in scope and soliciting use cases
10.1 Enforcement of Traffic Policies based on Traffic Flow Identifiers

In this use case, Traffic Policies only contain Traffic Flow Identifiers, i.e. information that is carried by each individual packet. In other words, in this case a stateless algorithm can be used to determine if a packet match the condition part of a policy.

Here are some examples of this case:

· An Access Node is configured with the line speed of a subscriber port equal to 10 Mbps for downstream and 512 kbps for upstream. In this case, the Traffic Flow Identifier is the line ID. This configuration can be done for example via a Management Interface or via the ANCP protocol.

· A BNG is configured to prioritize all the traffic coming from the IP address 10.20.30.40.

· A BNG is configured to block all the downstream traffic coming from the subnet 10.0.0.0/8 for all subscribers.

· An Access Node is configured to rate limit all upstream traffic from an access line, while the BNG is configured to rate limit all downstream traffic for the 1:1 VLAN associated with that access line.

10.2 Enforcement of Traffic Policies based on application-level criteria

In this use case, an Operator wants to enforce traffic processing rules whose condition part contains application-level criteria, for example criteria that are related to DPI functions.

Here is an example of this case:

· An Operator wants to associate video streaming over HTTP with a given QoS class. Therefore it configures a convenient QoS rule into a DPI device or into a BNG with DPI functions.

10.3 Enforcement of Policies based on subscriber identity

In this use case, an Operator wants to enforce specific Traffic or Control Policies that depend on subscriber profiles. The condition part of such a Traffic Policy contains the credentials of a subscriber or the name of a class of subscribers (e.g. premium customers), as well as other criteria if necessary.

Here are some examples of this case:

· An Operator wants to limit the bandwidth of a given subscriber to 10 Mbps for downstream traffic, this limit being associated with the login of the subscriber (e.g. user@ISP). This policy definition is stored in the AAA server. When the subscriber creates an IP session, the BNG contacts the AAA server for authentication and authorization. The AAA server answers with a message which includes a convenient shaping profile (or the name of this profile) for this subscriber's session.

· An Operator wants traffic coming from a service platform to be prioritized within the sessions of a given class of subscribers. When a subscriber creates an IP session, the BNG contacts the AAA server for authentication and authorization. The AAA server retrieves the class of the subscriber. If the class is "Premium customer", the AAA server answers with a message which includes a specific QoS profile for this subscriber's session.

· An Operator wants subscribers of the class "Premium" to have a session timeout of 7 days, subscribers of the class "Normal" to have a session timeout of 1 day.

10.4 Enforcement of Policies based on other business criteria

In this use case, the condition part of Policies contains business criteria such as the volume consumption of a subscriber (e.g. greater or lower than a threshold), the access line type (e.g. xDSL, FTTH), the use of the home access line or a visited one, etc.

Here is an example of this use case:

· An Operator wants to limit the connectivity of all subscribers whose volume consumption during one month is greater than 1 GB. This policy definition is stored in the AAA server. When a subscriber creates an IP session, the BNG contacts the AAA server for authentication and authorization. The AAA server keeps up-to-date information about the volume consumption of the subscribers. If the subscriber consumption is greater than 1 GB, it answers with a message which includes a convenient ACL or QoS profile (or the name of this profile) for this subscriber's session. Therefore this policy is dynamically installed (or activated) in the BNG.

· An Operator wants to support implicit authentication by line identification for subscribers that are using their home access line (i.e. the one associated with their contracts). However subscribers that are using other lines (visited lines) have to authenticate themselves with a login name and a password.

10.5 Change of policies within a subscriber session

In this use case, an Operator wants to change the policies associated with an existing subscriber session without terminating this session (as stated in the WT-146). This is useful to support certain types of network services, such as pre-paid services or service selection portals.

Here is an example of this use case:

· During the IP session life-cycle, a subscriber using a Web Portal provided by his Operator, may decide to subscribe to a new application (e.g. Network Time Shifting) that prioritizes all traffic coming from the IPTV service platform and enforces all traffic using the Network Time Shifting service to be shaped at 10 Mbps. The activation of this new service application requires changing the network policies for this subscriber. The Web Portal platform contacts a BPCF in order to apply the subscriber's choice. The following policy definition has been configured by the Operator: the traffic of all subscribers using the Network Time Shifting service must be shaped at 10 Mbps and all traffic coming from the IPTV service platform must be prioritized for these subscribers. The BPCF translates the policy definition into a convenient Traffic Policy dedicated to the new Network Time Shifting subscriber and pushes it into the BNG that manages his session.

10.6 Web redirect and filtering use case example 

The ability to redirect or filter web traffic is used by a long list of services and service capabilities.  The following is a list of services or service capabilities that use are used by Service Providers today:

- Captive Web (Walled Garden) portal to provide web based authentication.

- Captive Web (Walled Garden) portal to notify subscribers of suspended service due to overdue service payment

- Captive Web (Walled Garden) portal to provide self service registration for new subscriptions.

- Network based Web filtering service to filter out harmful and objectionable content from children. 
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Figure 62 Web redirect and filtering use case
10.7 Tiered Internet with Boost use case example

Tiered internet services are offered by a wide variety of Service Providers today.   Service providers are looking for ways to segment services and provide additional service offerings on-demand.  In addition to monthly subscription based services, Service providers can offer bandwidth on Demand, QoS on-Demand or off hours boost services.  This type of solution requires a policy management solution to work with the Service provider OSS systems.
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Figure 63 Tiered Internet with Boost use case
An off hours boost service is an example of Time based policy rules.  These Time based Policy rules could be configured for example according to:

·  Hours of the day policies

·  Days of the week policies
·  Per Network area (e.g. residential /Industrial area )

·  User Type
·  Etc…

For example, a Time based policy rule could make modifications to the QoS parameters applied by enforcement points based on time of day.
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Figure 64 Time Based Policy use case

10.8 Video on Demand with Capacity Admission Control use case example

Video services are consuming an ever increasing amount of network resources and Subscribers are increasing their usage of these services.  Service providers must manage these services while providing these services in a cost effective and reliable way.  One way to accomplish this for Video on Demand services is by using Capacity Admission Control for each Video on Demand session.   CACing will ensure that VOD traffic does not over run the limited network resources and not degrade existing services, Service sessions and Service Level Agreements. 

With this example the Subscriber will order a Video on Demand Service and indirectly interact with VOD Infrastructure i.e. the subscriber may not have direct interaction with BPCF.  This VOD infrastructure will send a resource request to elements in Broadband access network that provide the Capacity admission control function.  The request will be accepted or rejected based on current availability of network resources and other VOD session.
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Figure 65 Video on Demand with Capacity Admission Control use case
The resource request and Call Admission Control can be handled in several different ways.  For example, the VOD Infrastructure could handle the request and CAC completely independently and without interacting with Policy or network element.  Or the resource request could handled with a path coupled bandwidth admission control mechanism were the request would be processed by nodes found on the path toward the VOD servers.

In all cases, the resource request and Call Admission Control function should take into account the various potential congestion points as found in Figure 1

10.9 CAC for unicast and mcast on the access line use case

Goal of Use cases found in 8.10 - 8.13:

- Present use cases which need policies

- What can be done without policy servers

- What can be done with policy servers
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Figure 66 CAC for unicast and mcast on the access line use case
10.10 CAC for unicast and mcast on the network use case
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Figure 67 CAC for unicast and mcast on the network use case
10.11 Provisioning and subscriber moving use case
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Figure 68 Provisioning and subscriber moving use case
10.12 QoS with Rich Communication Services use case
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Figure 69 QoS with Rich Communication Services use case
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Figure 70 VoIP use case

It can be the case in rich communication services, the bitrates may need to be negotiated end to end depending on the type of application.   For example with VoIP the codecs would be negotiated based on available codecs and the available bandwidth.

Following scenario describe the general process flow for supporting Policy managers - VoIP use case. Step A1 – A2 for access resource reservation may be used in network scenarios if fixed network resource allocation is not required. Step A3 is needed only in case if resources are not available:

Access Resource Reservation:
A1: Report of via L2C/TR-147 or DHCP Option 82/TR-101 of synchronized Net data rate to policy decision point (policy server).

A2: Based on authentication process (Access Policy, AAA), access profile determined and
      access resources allocated.

Call set up:
1:   User equipment initiate call request which is detected by the near end Softswitch.
2/3: The near end Softswitch, verify the End to End condition for the call initiated request and also
        request from the near end Policy manager (not necessarily directly could be through the P-CSCF,
        IMS core component ) for the required resources / QoS . The near end Policy manager allocates
        the required resources for the call by sending the resource allocation command (e.g. binding
       information) to the relevant PEP’s. If resources are not available PEP informs the policy 
        manager (e.g. insufficient resources).

4/5: The same process for resource allocation is performed between the Far end Softswitch and the
        far end policy manager. 

Call deny:
A3:  If resources are not available a graceful deny message should be send to the caller party.
Note: The procedure of access resource allocation is not VoIP specific. Other applications like video conferencing, gaming etc. may use the same mechanism)

10.13 Volume caps or quota per subscriber Use case

Volume caps or quota per subscriber

Service providers are trying to figure out ways to control very heavy users of their service as they can have negative impact on the rest of subscriber in the network.   It’s been reported that very small percentages of the subscribers can consume very large percentages of the overall network bandwidth.  This particular topic is practically sensitive with service providers but some have been experimenting with this concept in particular markets.
This type of service offering would put volume caps or quotas on subscribers that most subscribers would not consume.  An example of this type of service offering would be a volume cap or quota of 10GB consumption per month.   If a subscriber consumes their monthly quota they will be forced to a redirect page to order more quotas for the month.
10.13.1 Volume charging per destination Use case
A sub use case of Volume caps or quotas per subscriber is when Service providers have volume based charging based on destination.
Volume charging per destination

Bandwidth and network infrastructure are never free and end customers and software vendors are always thinking up new and creative ways to fill the Service Providers pipes.  Service providers need the ability to provide alternative billing options that are better linked to network resources consumed.
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10.14 Fair use policy Use case

Service providers are trying to figure out ways to control very heavy users of their service as they can have negative impact on the rest of subscriber in the network.   It’s been reported that very small percentages of the subscribers can consume very large percentages of the overall network bandwidth.  This particular topic is practically sensitive with service providers but some have been experimenting with this concept in particularly markets.

This type of subscriber control use case would involve identifying subscribers that over time are using the network extensively and throttle them back until their network usage abates.  Once their network usage abates the subscriber would be allowed to return to normal service levels.  A subscriber could cycle back and forth from being throttled down and back up to normal service levels several times a day if required.   This type of throttling could be at any point in the day or just during daily peak usage periods.
10.15 Volume quota control use case

[image: image60.emf]New policy Server use cases / March 2009 –p 5

France Telecom - Orange

France Telecom Group

Volume quota control

Enforcement of different volume quotas per subscriber accordingly to the subscriber's profile or account

When quotas are reached, service becomes limited (walled garden or reduced bandwidth)

• How to update quotas or reset volume counters, when a subscriber pays for this?



Volume quotas are "statically"

provisioned

in the BNG for every subscriber



When a subscriber pays to change quotas, 

a new value must be provisioned in the BNG



Otherwise, volume counters can be reset on a periodical basis (e.g. every month)



Big delay to apply changes on quotas/counters? (it depends on provisioning processes)

Case 1: w/o Policy Server – Provisioning of quotas



Volume quotas are 

pulled

by the BNG from an Policy Server at session start or when a quota is reached



When a subscriber pays to change quotas, a request is sent to the Policy Server to update his account



Not always possible to immediately apply changes: if a quota has already been reached,

a subscriber must restart his session

Case 2: w/ Policy Server – Pull



Volume quotas are 

pulled

by the BNG from an Policy Server at session start or when a quota is reached



When a subscriber pays to change quotas, the change is immediately 

pushed

into the BNG



Possible to immediately apply changes at any time when a subscriber pays for them

Case 3: w/ Policy Server – Push & pull

User equipment

Access

Node

Quota: e.g. 1 

Gbps/month

How to update quotas

or reset counters?


Figure 72 Volume quota control use case
10.16 QOS and accounting for Value added Services use case
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Figure 73 QOS and accounting for Value added Services use case
10.17 Home Gateway use case for Policy

The following contribution describes policy Based HGW control use case.
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Figure 74 Home Gateway use case for Policy
1. User initiates the interaction with video/game server to request required application.

2. Application server request QoS guarantee from the Policy Manager.

3. The Policy Manager differentiate upgrade/downgrade QoS policy, HGW will apply the upgrade QoS policy, includes policy enforcement, priority mark, stream classification; BRAS responsible for downgrade bandwidth ensure, upgrade priority check and remark.

For example, after user initiate a game request to server, the game server will interact with the Policy Manager, request the Policy Manager guarantee the game service bandwidth. DACS will make the policy decision and inform HGW related QoS policy; these policies will download to HGW via TR069.

10.18 Emergency Services Use Case
There are two possible scenarios for discussion:

· Scenario 1 – National Emergency: A user has a device and is registered with an “early responder” profile. The user places an emergency call in situations where an early response is required with the highest priority on the available resources. The call needs to be carried and terminated or wired networks with special QoS treatment. There might be a need to have multimedia capabilities where the user is “showing” relevant information through a video service in addition to voice. 
· Scenario 2 – Local Emergency: An E911 user has a device and is registered with an “E911” profile. The user places an emergency call and is required to be associated with a priority level just below a National Emergency user but above everyone else. The call needs to be carried and terminated in wired networks with special QoS treatment. There might be a need to have data or text capabilities where the user also transmits text messages.
10.18.1 Parameter Exchange
The  emergency service use case illustrates the need for consideration of a customized set of application parameters that will need to be exchanged at specified in wireline access domain. Such parameters are then candidates for the Broadband Forum Policy Information Model. Examples of such parameters include the following:

· Subscriber ID (e.g., Line Identifier in Fixed or Mobile Network)

· Service Type (e.g., Telephony)

· Rating/Service Cost

· QoS Class (e.g., Diffserv Per Hop Behaviour and Diffserv Code Point)

· Traffic Descriptors as documented in TR-101

10.18.2 Priority Clarification

Depending on the extent and severity of the emergency, network resources may experience decrease in capacity and resources. Hence, a prioritized scheme for allocating depleted resources for emergency call/session admission over other types of services is critical. General guidance that recommends highest available admission priority for emergency calls/sessions has been addressed in the ITU-T ITU-T Y.2171. Several signalling protocol extensions have been developed to support multiple admission control priority levels with the highest levels designated for emergency sessions ITU-T Sup61 ‎[11]. 

It is generally recognized that national emergency situations have higher priority requirements than those of localized emergencies. The application of specific admission control policies related to emergency services depends on regulations developed by responsible governing bodies of individual countries/states. 

The broadband network policy decision process should be able to support admission control priority requirements that are signalled as part of the call/session admission process and direct appropriate policy enforcement for allocating necessary resources to support emergency services.

End of Broadband Forum Working Text WT-134



























Figure � SEQ Figure \* ARABIC �2� Layer1-4 Policy and QoS use case





Figure � SEQ Figure \* ARABIC �3� Layer1-4 Policy and QoS use case Static Provision





Figure � SEQ Figure \* ARABIC �6� Layer1-4 Policy and QoS use case Dynamic Push with Policy server








Figure � SEQ Figure \* ARABIC �57� Relations to Other NGN standards- ITU-T RACF Architecture
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Figure � SEQ Figure \* ARABIC �71� Volume charging per destination Use case
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Where does PIM live in WT-145
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Where does PIM live in TR-101 and TR-147
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