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Abstract of the contribution: This contribution discusses the documentation approach for MTC IP Addressing solutions. This contribution proposes the text for the following:

1. An Annex-X titled ‘IPv4 Address Management’ for inclusion in the TS23.221. The proposed text addresses IPv4 address management aspects where the MTC Server and the UE used for MTC are deployed in different IPv4 addressing spaces.

2. Section-Y titled “Reference Architecture and procedures when NAT is invoked between the UE used for MTC and the PS domain”. The proposal is to include the text as a separate section/annex in the new MTC specific TS23.xxx.
Background

The Interim Conclusions regarding the Key Issue 5.3 – IP Addressing, as documented in TR23.888 section 7.2, states the following:  

7.2
Interim conclusions for release 11 specification work 
7.2.1
IP Addressing – Key Issue 5.3

This clause contains the agreed conclusions corresponding to Key Issues 5.3.

3GPP Release 11 specifications should be developed in the following areas:

a) IPv6 as the primary solution for IP addressing of UEs used for MTC.

b) A few key IPv4 addressing solutions are documented in appropriate annexes as described in sub clause 8.2. IPv4 based solutions are considered transition solutions and are deprecated.

As regards the proposed documentation approach for IP Addressing, section 8.2, TR23.888 states:

8.2.1.2
Documentation approach

It is proposed that IP addressing aspects are documented using the following approach:

· A normative part giving an overview of IPv6 addressing mechanisms. 

· An informative annex documenting IPv4 addressing mechanisms to serve as implementation guideline for transition solutions.
The following has also been the rough consensus in the SA2 regarding the Addressing aspects:
	Addressing

(TS 22.368, 7.1.3)
	· Interim Conclusions agreed in 7.2.1
	· What IPv4 addressing solutions need to be documented?

· Need a standardized approach together with triggering to make a UE reachable for a server, specifically when then there is some NAT used


	· CRs for IPv6 solutions.

· Informative Annex for documenting IPv4 addressing mechanism. 

· No new solutions without many cosigning companies.
	· TS 23.221 (refer S2-113106)

· TS 23.228?


In brief, IPv6 is to be the primary long term solution for IP addressing of UEs used for MTC. Support of IPv4 is also a requirement. The scenario of an MTC Server located in the IPv4 address space and the UE used for MTC deployed in a different IPv4 address space needs to be supported.
Discussion

3GPP systems have been dealing with IP addressing and issues such as co-existence and interoperability of IPv4 and IPv6. Section 5 of 3GPP TS23.221 (Architectural Requirements) details the IP Addressing aspects. The descriptions in section 5, TS23.221 address issues that are similar to the requirements mentioned in section 7.2.1 of TR23.888. In fact, there has been a proposal at SA2#86 (S2-113106) that suggests the documentation approach for MTC Addressing. S2-113106 suggests that section 5, TS23.221 be taken as the basis for developing normative specifications for MTC IPv6 addressing mechanisms. As regards documenting the IPv4 addressing aspects, the suggestion has been to add an Annex that is structured similar to the section 5 of TS23.221.

1. The proposal in this paper is in agreement with the proposal on S2-113106 on the documentation approach for MTC IPv6 addressing. The structure and descriptions in section 5, TS23.221 could be the basis for developing normative text for MTC IPv6 addressing mechanisms.

2. As regards the MTC IPv4 addressing aspects also, the proposal in this paper is in agreement with the suggestions in S2-113106. 

3. In addition to #2 above, there is a need to document MTC specific reference architecture and associated solution details for IPv4 addressing when the MTC Server and the UE used for MTC are deployed in different IPv4 addressing spaces. Such documentation could be something similar to the ‘Reference Architecture for UEs accessing services via NATs in the IMS domain’ – on the model of Annex G, TS23.228. 

4. When considering point #3 above, the question will be – do we specify MTC IPv4 Addressing specific NAT reference architecture as an additional annex in TS23.228 or we find a home for it in some other document.
5. The documentation in TS 23.228 will provide consistency in documenting NAT specific reference architectures in one place. However, TS 23.228 is titled as: “Technical Specification Group Services and System Aspects; IP Multimedia Subsystem (IMS)”. So, how to accommodate MTC specific documentation in an IMS document? 
6. So, the proposal in this contribution is that MTC IPv4 Addressing reference architecture and solutions specific details to be included as a separate section/annex in the new MTC specific TS23.xxx.
Having stated that, this contribution proposes the text for the following:
1. An Annex-X titled ‘IPv4 Address Management’ for inclusion in the TS23.221. The proposed text addresses IPv4 address management aspects where the MTC Server and the UE used for MTC are deployed in different IPv4 addressing spaces.
2. Section-Y titled “Reference Architecture and procedures when the NAT is invoked between the UE used for MTC and the PS domain”. The proposal is to include the proposed text as a separate section/annex in the new SIMTC specific TS23.xxx.

Proposal

The proposed text is as follows.
* * * Begin Proposed Text for Annex X 
for Inclusion in TS23.221  * * * *
Annex X: (Informative)
IPv4 Address Management for MTC Systems


X.1
General

The following addressing scenarios are supported with IPv4 addressing for Machine Type Communications.

1. The MTC Server is located in a public IPv4 address space. The UE used for MTC is assigned a private IPv4 address from an address pool that is owned and managed by the MNO. 

2. The MTC Server is located in a private IPv4 address space. The UE used for MTC is assigned by the MNO a private IPv4 address corresponding to the same IPv4 address space the MTC Server belongs to.

[image: image1]
Figure X.1-1: MTC Server in a public or private IPv4 address space, 
UE used for MTC in a private IPv4 address space

With IPv4 addressing, a 3GPP network may be implemented as a number of logically separate IPv4 networks which contain different parts of the overall system. In the illustration in Figure X.1-1, each large oval represents an “IP Addressing Domain”. For the case #1 above, each “IP Addressing Domain” is a logically separate IPv4 network with a non-overlapping IPv4-address space. For the case #2 above, the two “IP Addressing Domains” are from the same private IPv4 addressing space. IP packets can be routed from any node in the addressing domain to any other node in the same domain using conventional IP routing.  

The IPv4 addressing solution in this Annex describes the scenario in which the MTC Server is located in a public IPv4 address space. The UE used for MTC is assigned a private IPv4 address from an address pool that is owned and managed by the MNO. In order to support communications between the MTC Server and the UE used for MTC that are located in different IPv4 address spaces, Network Address and Port Translator (NAT) is deployed at the address domain boundary. 
Figure X.1-2 below shows an example of IPv4 Addressing Domains for Machine Type Communications with NATs deployed.
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Figure X.1-2: IPv4 Addressing Domains for Machine Type Communications

A UE used for MTC accessing services either via the MTC Server, the Internet, or an external Intranet, or a combination of these service domains, requires an IP address that is part of the target network’s IP Addressing Domain, on the public side of the NAT. The IP address is linked to a specific PDP or EPS Bearer context, or set of PDP or EPS Bearer contexts sharing this IP address via a single APN. When the UE establishes the PDP or EPS Bearer context to access an IP network, it may use an existing PDP or EPS Bearer context if it has an active context with a valid IP address.
X.2
IPv4 addressing and routing for access to MTC services

A UE accessing MTC services requires an IP address that is logically part of the core network IP Addressing Domain. This is established using an appropriate PDP or EPS Bearer context and traversal through the NAT. It is possible to connect to a P‑GW/GGSN either in the VPLMN or the HPLMN. The connection between the UE used for MTC and the core network for user plane traffic, where the P‑GW/GGSN is either in the Home or the Visited network, are shown below:
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Figure X.2-1: UE Accessing MTC Services with P-GW/GGSN in the Home network
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Figure X.2-2: Roaming UE Accessing MTC Services with P-GW/GGSN in the Visited network
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Figure X.2-3: Roaming UE Accessing MTC Services with P-GW/GGSN in the Home network

X.3
Simultaneous access to multiple services

A UE can have multiple MTC services active simultaneously via several MTC Servers. If all MTC Servers are located in the public IPv4 address domain, the UE can use a single IP address that is linked to a specific PDP or EPS Bearer context, or a set of EPS Bearer contexts sharing this IP address for all services. If the MTC Servers are part of different IPv4 addressing domains, separate IP addresses with associated separate EPS Bearer or PDP contexts are required. The UE shall support multiple IP addresses with associated separate EPS Bearer or PDP contexts when simultaneous MTC services via several MTC Servers in different IP address domain are activated.  

Figure X.3-1 shows an example of a roaming UE used for MTC accessing services via the Home Network, with simultaneous non-MTC Internet/Intranet services via the Visited Network. There are two IP addresses allocated, one private IPv4 address allocated for MTC services via the Home Network and another IPv6/IPv4 address for internet/Intranet access via the Visited Network. In this illustration, the UE uses a single IP address for providing MTC services via one or several MTC Servers that are in the public IPv4 address domain. The case when the UE uses multiple IP addresses for providing MTC services via several MTC Servers that are in different IP address domains requires multiple EPS Bearers or PDP contexts between the S-GW/SGSN in the VPLMN and the P-GW/GGSN in the HPLMN. Such scenario is not illustrated in Figure X.3-1. 
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Figure X.3-1: UE Accessing MTC Services via Home Network and 
Internet/Intranet Services via Visited Network

* * * End Proposed Text for Annex X 
for inclusion in TS23.221 * * * *
* * * Begin Proposed Text for Section Y 
for Inclusion in SIMTC TS23.xxx  * * * *
Section Y
Reference Architecture and procedures when the NAT is invoked between the UE used for MTC and the PS domain

Y.1
General

This clause specifies the concepts of Machine Type Communications (MTC) service provisioning for the scenario when a device or devices that perform address and/or port translation are located at the edge of the PLMN and perform address and/or port translation on the user plane packets.

The IP address and/or port translation device can be a NAT or a NAPT as defined in IETF RFC 2663 [xx]. The procedures in this clause shall only be applied when they are necessary. If the PLMN provides a way of bypassing NAT traversal or no IP address and/or port translation is needed between the PLMN and the APN for the user plane traffic, then the functions as defined in this clause shall not be invoked.

The usage of these procedures shall not adversely impact usage of power saving modes in the UEs used for MTC, i.e. the addresses and port bindings at the NAT shall be retained without requiring keep-alive messages from the UE. 
Y.1.1
General requirements

The following list contains requirements that a NAT Traversal solution should satisfy:

-
Support multiple UEs behind a single NAT;

-
Support traversal of NATs between the UEs and the APN;

-
Support both inbound and outbound user plane traffic to and from UEs through one or more NAT device(s);

-
Support uni-directional and bi-directional traffic flows;

-
Minimize messaging over the air interface;

-
Minimize additional session setup delay.

Y.2
Reference models

This clause describes the reference model which can be used for the NAT traversal.

Y.2.1
NAT Traversal using Session-Controlled NAT

The general reference model for NAT Traversal using Session-Controlled NAT for MTC services is illustrated in Figure X.2.1-1. IP address translations and address bindings in the NAT are not controlled by the network. Such IP address translations and address bindings are created by the use of MTC session specific signalling when the MTC Server wants to initiate communications with a UE used for MTC.
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Figure Y.2.1-1: Reference model for Session-Controlled NAT 

In this reference model, the NAT device is located behind the GGSN/P-GW in the operator domain and only user plane traffic traverses the NAT. The NAT device could be a standalone functional entity or integrated with the GGSN/P-GW. Address determination function in the NAT conforms to the protocol defined in RFC5389 (STUN) or RFC5766 (TURN) depending on the type of the NAT. For EIM type of NAT, user plane traffic flows directly between the GGSN/P-GW and the NAT. For non-EIM type of NAT, the user plane traffic flows between the GGSN/P-GW and the TURN relay function. RFC5128 [xx] describes the EIM and non-EIM type NATs. The STUN/TURN function in the GGSN/P-GW is limited to the STUN/TURN client functions only. 

Y.3
Network elements for employing the Session-Controlled NATs
Y.3.1 
Required functions of the UE used for MTC

When supporting UEs used for MTC that reside behind a NAT, there are no additional requirements on the UEs.

Y.3.2
Required functions of the MTC Server

When supporting UEs used for MTC that reside behind a NAT, there are no additional requirements on the MTC Server.
Y.3.3
Required functions of the MTC-IWF

When supporting UEs used for MTC that reside behind a NAT, the following functions shall be performed by the MTC-IWF:

1) The MTC-IWF shall be able to recognize that the UE used for MTC is behind a NAT device. 
Note: 
Depending on the IPv4 address assigned to the UE used for MTC, the MTC-IWF should be able to recognize that the UE is being served by a GGSN/P-GW that is located behind a NAT.

2)
When requested by the MTC Server, the MTC-IWF shall be able to initiate procedures to obtain the mapped transport address (IP address and port number) that is routable in the MTC Server IP address domain, for the UE used for MTC by querying the GGSN/P-GW.

3)
The MTC-IWF shall be able to communicate the mapped transport address for the UE for MTC to the MTC Server.
Y.3.4 
Required functions of the GGSN/P-GW

When supporting UEs used for MTC that reside behind a NAT, the GGSN/P-GW invokes STUN/TURN protocol mechanisms with the NAT for mapping the private address assigned to the UE used for MTC to a transport address that is routable in the MTC Server IP address domain. The following functions shall be performed by the GGSN/P-GW:

1)
The GGSN/P-GW shall be able to support STUN/TURN client functionality as specified in RFC5239 and RFC5766 respectively.

2)
The GGSN/P-GW shall be able to support STUN/TURN server discovery.

NOTE:
A configuration mechanism can be used to provision STUN/TURN server addresses in the GGSN/P-GW.

3) When requested by the MTC-IWF, the GGSN/P-GW shall be able to initiate procedures to obtain the mapped transport address for the UE used for MTC by performing STUN/TURN address determination procedures with the NAT.
4) The GGSN/P-GW shall be able to communicate the mapped transport address assigned to the UE used for MTC to the MTC-IWF.
4)  The GGSN/P-GW shall be able to maintain NAT bindings by the use of STUN keep-alive mechanisms.
Y.3.5
Required functions of the NAT Device

Y.3.5.1
Required functions of the STUN Server

The STUN server and associated signalling requirements are documented in RFC5389 [xx]. When supporting MTC for UEs that reside behind a NAT, no additional requirements are placed on the STUN server.

NOTE:
While it is not required that STUN servers be deployed in the network, a STUN server allows for the discovery of the APN-facing transport address at the NAT for the UEs for the majority of NAT types. Such discovery may minimize the need for TURN relay resources by allowing UEs to directly exchange user plane traffic through the NAT.
Y.3.5.2
Required functions of the TURN Relay
The TURN relay and associated signalling requirements are documented in RFC 5766 [xx]. When supporting MTC for the UEs that reside behind a NAT, no additional requirements are placed on the TURN relay server.

NOTE:
While it is not required that TURN relays be deployed in the network, a TURN relay would allow for the exchange of user plane traffic in the presence of all NAT types.
Y.3.6
MTCyy reference point

The MTCyy reference point is between the GGSN/P-GW and the STUN/TURN Address Determination Function.  This interface conveys the information necessary for the GGSN/P-GW and the NAT device to perform the procedures as specified in clause Y.3.4 and clause Y.3.5.

Y.4
Procedures for employing the Session-Controlled NATs

Y.4.1
General



The procedures described in this clause are specific to the use of Session-Controlled NATs, and are applied in addition to other procedures for the support of Machine Type Communications.
Y.4.2
NAT detection in MTC-IWF

When the PLMN supports Session-Controlled NATs, based on the IPv4 address assigned to the UE used for MTC or based on local configurations, the MTC-IWF shall detect if a NAT is deployed between the GGSN/P-GW and the APN, and decide if address mapping functions shall be invoked with the GGSN/P-GW.

Y.4.3
Session establishment procedure
The following procedure is applied when the UE used for MTC registers with the network and establishes PDP context/ PDN connection. Such procedures may be invoked by the UE initiating the procedures autonomously or as a result of being Paged by the network.
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Figure Y.4.3-1: Session establishment procedure

1. The MTC device performs Attach procedure with the network, either autonomously or as a result of being Paged by the network. As part of the Attach procedure the MTC device is assigned an IPv4 address, referred to here as ‘D’. As the MTC device is deployed behind a NAT, the assigned IPv4 address is in the private address domain of the GGSN/P-GW. The Create Session Response message (not shown) is used to convey the address ‘D’ from the GGSN/P-GW to SGSN/MME. An MTC-IWF is also assigned or pre-configured for the MTC device.

2. As part of the previous step, or at the end of the Attach procedure, the SGSN/MME notifies the HSS/HLR of the address ‘D’ assigned to the MTC device. 

2’
If an interface is defined between the GGSN/P-GW and the MTC-IWF, a Status Update Request/Response  message can be used to by the GGSN/P-GW to notify the MTC-IWF of the address ‘D’ assigned to the MTC device.

Y.4.4
UE initiated communications 
This procedure is applied when the UE used for MTC has registered with the network and has a PDN context/ PDP connection established and an IPv4 address assigned, as in clause Y.4.3 above. Since the UE used for MTC is behind a NAT, a private IPv4 address ‘D’ is assigned to the UE.
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Figure Y.4.4-1 :UE initiated communications

1) The MTC device sends a user plane packet addressed to the peer-entity over the established PDN context/ PDP connection. The source IP address of the packet is set to the private IPv4 address ‘D’ assigned to the MTC device.

2) On receiving the user plane packet for which there is no binding, the NAT device recognizes it as packet flow for a new session. The NAT device performs address and/or port mapping on the private address/port (D, P) and replaces the source transport address of the user plane packet with the mapped transport address (Dt, Pt).

3) End-to-end IP communication between the MTC device and the peer entity continues. The peer entity uses transport address (Dt, Pt) as the destination address in the user plane packets sent to the MTC device.

NOTE:
The NAT bindings are kept alive by virtue of the flow of user plane traffic. In case the NAT reboots and/or the old bindings are lost, new bindings are created on the receipt of user plane packet from the UE.
Y.4.5
MTC Server triggered communications 

This procedure is applied when the MTC Server wants to initiate communications with the UE used for MTC. The MTC Server determines the MTC-IWF that serves the UE used for MTC by performing DNS query with UE’s External ID. As the MTC-IWF assigned for a particular UE used for MTC will change rarely, the MTC Server will need to perform DNS query to resolve the assigned MTC-IWF address rarely. This address is then used to request the MTC-IWF for the routable transport address to use for initiating user plane communications with the UE used for MTC. DNS update and DNS query procedures for resolving MTC-IWF address are not shown in the following illustration.

In the following illustration the STUN Server element represents both a STUN server and TURN relay as a single logical element. It would be equally valid if these functions we represented as separate logical elements. The procedures are unaffected by the grouping. Further, this call flow represents a simplified view to illustrate the NAT traversal procedures for STUN server only.
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Figure Y.4.5-1: MTC Server triggered communications

1) The MTC Server wants to initiate communications with an MTC device. If it does not have the transport address information for the MTC device or identifies a need to recover IP connectivity e.g., the MTC device is not responding anymore, the MTC Server queries the MTC-IWF for the transport address by sending a Trigger Request message. The Trigger Request message includes the MTC device External Identifier, and Application Identifier for the application that the MTC Server wants to initiate with the MTC device.
NOTE 1:
The Application Identifier information can be in the form of ‘Application ID’ that is commonly understood by the service provider and the PLMN entities. Else, it could be in the form of ‘port number’ assigned to the application by IANA or some such accredited organization.

NOTE 2:
The MTC Server may determine the MTC-IWF that serves the UE used for MTC by performing DNS query using UE’s External ID.
2) The MTC-IWF authorizes the trigger request, communicates with the HSS/HLR to obtain the (private) IP address assigned to the MTC device, if such information is not available in the local cache. If there is an active PDP context/ PDN connection for the MTC device, the HSS/HLR returns information such as the private IPv4 address and the GGSN/P-GW assigned to the MTC device to the MTC-IWF, and the procedures continue at Step-4 below. Else, if the PDP context/PDN connection is not established or the IP connectivity needs to be recovered, the HSS/HLR returns the internal Device ID (IMSI) and any additional information needed for triggering the MTC device as in Step-3 below.

3) The MTC-IWF selects the device trigger delivery mechanism and forwards trigger request to the next node involved in the delivery of the trigger to the MTC device. Resulting from triggering the MTC device, a PDP context/ PDN connection is established and an IPv4 address assigned to the MTC device as per procedures in section Y.4.3. At this stage, the IP address ‘D’ assigned to the MTC device is available at the HSS/HLR and/or at the MTC-IWF, which along with the assigned GGSN/P-GW information is made available to the MTC-IWF. 

4) As the MTC device is located behind the NAT, the MTC-IWF initiates address mapping procedures by sending Translate Address Request message that includes the (private) IPv4 address ‘D’ and Application ID/Port ‘P’ information to the assigned GGSN/P-GW.

5) The GGSN/P-GW implements STUN/TURN client function as specified in RFC5389 and RFC5766 respectively. The GGSN/P-GW sends STUN Binding Request message to the STUN/TURN server to obtain the transport address for the MTC device that is routable in the MTC Server IP address domain.

6) The STUN/TURN server performs address mapping and returns the mapped transport address information to the GGSN/P-GW in STUN Binding Response message. The STUN/TURN server maintains binding for the mapped address for the duration of the binding ‘lifetime’ as per procedures in RFC5389.  

7) The GGSN/P-GW intercepts STUN Binding Response message, and returns the mapped transport address information to the MTC-IWF via Translate Address Response message.

8) The MTC-IWF returns the mapped transport address assigned to the MTC device to the MTC Server via Trigger Response message.

9) At this stage the MTC Server is ready to initiate communications with the MTC device. The MTC Server sends user plane packets addressed to the MTC device with the target address set to the mapped transport address (Dt, Pt) assigned to the MTC device.

10) On receiving the user plane packets, the NAT recognizes the binding for the mapped transport address (Dt, Pt) and replaces the destination transport address information with the private address (D, P) assigned to the MTC device.  

11) End-to-end IP communications between the MTC Server and the MTC device continues. The MTC device uses the private address /port information (D, P) as the source address for the user plane packets, which is replaced with the mapped transport address (Dt, Pt) by the NAT device.

Y.4.6
Maintaining NAT bindings

This procedure is applied for maintaining bindings at the NAT device. NAT bindings are kept alive by virtue of the flow of user plane traffic. Additionally, the STUN/TURN client function at the GGSN/P-GW can keep the bindings alive by the use of STUN keep-alive signalling. STUN keep-alive signalling also allows the GGSN/P-GW to know of the reboot status of the NAT device.
Heartbeat mechanisms between the GGSN/P-GW and the NAT device can keep GGSN/P-GW informed about the reboot/failure status of the NAT device. On the detection of the failure of a NAT device, the GGSN/P-GW can switch to a backup NAT and perform STUN keep-alive signalling for recovering NAT bindings.
In the following illustration the STUN Server element represents both a STUN server and TURN relay as a single logical element. It would be equally valid if these functions we represented as separate logical elements. The procedures are unaffected by the grouping. 
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Figure Y.4.6-1: Maintaining NAT bindings
1) NAT bindings are kept alive by virtue of the flow of user plane traffic. Additionally, the STUN/TURN client function in the GGSN/P-GW can keep the bindings alive by sending periodic keep-alive STUN Binding Request message to the STUN/TURN server.

2) The STUN/TURN server updates the lifetime of the binding and returns STUN Binding Response message to the GGSN/P-GW. Binding Response message includes the mapped transport address (Dt, Pt) also. Such information allows the GGSN/P-GW to determine if the NAT has rebooted and assigned new bindings (Dt’, Pt’) for the MTC device.

3) If NAT assigns new bindings, the GGSN/P-GW forwards such information to the MTC-IWF via Update Translated Address Request/Response (Device ID, Dt’, Pt’) message.

4) MTC-IWF forwards the new transport address information to the MTC Server via Update Address Request/Response message. The MTC Server uses the new transport address (Dt’, Pt’) for further communications with the MTC device. The MTC Server releases the previous transport address (Dt, Pt) for the MTC device.
Y.4.7
Releasing NAT bindings

This procedure is applied for releasing the bindings at the NAT device and releasing the mapped address information at the MTC Server. When the MTC-IWF learns about the release of the private IPv4 address ‘D’ assigned to the UE used for MTC, MTC-IWF initiates NAT binding release procedure by sending Translate Address Request (Release) message to the GGSN/P-GW. The MTC-IWF sends Update Address Request/Response (Release) message or some similar message to the MTC Server also to release the mapped address information at the MTC Server. The MTC-IWF learns about the release of the IP address when the PDP context/ PDN connection for the UE used for MTC is released or by some other means.  

In the following illustration the STUN Server element represents both a STUN server and TURN relay as a single logical element. It would be equally valid if these functions we represented as separate logical elements. The procedures are unaffected by the grouping. 
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Figure Y.4.7-1: Releasing Bindings at the NAT and MTC Server
1) The MTC-IWF learns about the release of the IP address ‘D’ assigned to the MTC device. MTC-IWF initiates NAT binding release procedure by sending Translate Address Request (Release) message to the GGSN/P-GW.

2) The GGSN/P-GW sends STUN Binding Request (D, P) message to the STUN server, with binding lifetime set to ‘0’.

3) The STUN server releases the binding for the MTC device and responds with STUN Binding Response message with lifetime set to ‘0’. 

4) The GGSN/P-GW confirms the release of the NAT binding by returning Translate Address Response (Release Confirm) message to the MTC-IWF.
5) MTC-IWF initiates procedures to release the mapped address information at the MTC Server by sending Update Address Request/Response (Release) message to the MTC Server. The MTC-IWF may initiate this procedure any time after Step-1.
* * * End Proposed Text for Section Y 
for Inclusion in SIMTC TS23.xxx  * * * *
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