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Abstract of the contribution: This contribution introduces an architectural variant for the standalone L-GW, which supports LIPA/SIPTO mobility based on Rel-10 handover procedures and does not rely on a new H(e)NB – L-GW interface. Instead, mobility signalling is performed via the MME and the S-GW (for E-UTRAN) and via the HNB GW (for UTRAN).
1
Introduction
Based on the stage 1 requirements for LIPA in TS 22.220, SA2 agreed to study different architectural variants, whereby the L-GW can be a standalone functional entity. To date, two alternatives have been agreed for further evaluation.

For architecture solution1, a new interface (“Sxx”) between the H(e)NB and L-GW needs to be standardized, along with the necessary mobility management procedures to support inter-H(e)NB handover while maintaining the LIPA connection. 

In architecture solution 2, the L-GW is a new stand-alone logical entity in the local network. It is connected to the S-GW (or SGSN) via the S5/Gn interface and is configured to be on the S1/Iuh path between the H(e)NB and the operator core network. Since the L-GW is configured to be on the S1/Iuh path between the H(e)NB and the operator's core network, connected mode mobility for LIPA PDN connections can be supported based on the existing Rel-10 handover procedures for S1/Iuh.
In this contribution, a variant of architecture solution 1 is proposed, whereby the Core Network architecture is kept unchanged and mobility control is run over the Iuh, S1, Gn, S11/S4 and S5 interfaces. This solution, where the L-GW is also a stand-alone entity, avoids a new control plane interface (“Sxx”) between the L-GW and the H(e)NB. 
Instead, E-UTRAN handover based on Rel-10 procedures for S1 is signalled, from the HeNB via the MME, to the S-GW and forwarded to the L-GW. The LIPA connection is handled as any PDN connection except that the MME needs to signal “LIMONET signalling messages” via the S-GW to the L-GW. If there is a requirement for supporting LIPA session continuity during mobility between the local network (LN) and the macro network, this can be accomplished without signalling changes, i.e. TAU signalling procedures and IRAT handover procedures are unchanged. The figures below show this variant of architecture solution for the EPS case. 
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For UTRAN with the mandatory HNB GW and the support for handover without core network involvement (3GPP TS 25.467) there exist at least two alternatives.  The diagrams below show the two alternatives via combined illustration.
One alternative to update the L-GW is performed signalling from the HNB GW directly to the L-GW. This requires that a new interface (“Syy”) to be specified, the usage of “Syy” interface will be limited to mobility updates which are controlled by the HNB GW. The (“Syy”) interface will update the L-GW of the local mobility within the HNB network, and can be based on a subset of S5/Gn. It can use the same security architecture (e.g. IPsec tunnels, trust relations) as S5. 
The second alternative is to reuse existing Iu message or introduce a new control message sent over Iu to SGSN and SGSN will update the L-GW over S5/Gn (via S-GW in the S4-SGSN configuration). Only the second alternative is further discussed in this P-CR.
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2
Benefits with the proposed architecture variant
The benefit of the proposed architecture variants are that they do not introduce any new signalling interfaces between the L-GW and the H(e)NBs. On a high level this is expected to reduce the standardization impacts of the LIMONET feature as well as the configuration burden in the local networks at deployment. 
Another benefit with the proposed architecture is that every user plane path switch is controlled by nodes in the operator domain (HNB GW, SGSN or MME) improving the possibility to control the user plane in the L-GW avoiding potential issues when user plane updates does not happen in the local domain as discussed in S2-112869. Keeping the mobility control in the operator domain is also assumed to be more future proof (or extendable) than performing this functionality directly between the H(e)NB and L-GW. 

From a security point of view this architecture also has the benefits that there are end2end secure tunnels between the H(e)NBs and the L-GW in the local domain on one side and the SeGW in the operator domain on the other side. Since there is no signalling interface there is no need to setup secure tunnels between the H(e)NBs and the L-GW in the local domain, thus avoiding some security configuration complexity as well as potential security weaknesses in the system. The security for the user plane for the LIMONET traffic in the local domain can be provided using local methods. Non-LIMONET traffic is completely secured by the operator based on the end2end secure tunnels between the H(e)NBs and the SeGW.
3
Evaluation of mobility procedure impacts
3.1a
Setup of local connection (E-UTRAN)
The PDN Connectivity Request procedure is used to set up a connection in the local network (LN).
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Comments on the local connection setup signalling procedure:
-
L-GW’s local@ is included in steps 4, 5 and 6. It is stored in MME and HeNB contexts; 

-
HeNB’s local@ is included in steps 9 and 12;
-
HeNB’s local@  is forwarded to L-GW in the step 13 if the HeNB’s local@ is included in step 12 (step 13 is mandatory for LIPA); and
-
The local@ of HeNB and L-GW can be sent in existing IEs on S1-MME. It is FFS if this is applicable in all cases, or we need new IEs on S1-MME for the local addresses (this is a stage 3 issue). 

3.1b
Setup of local connection (UTRAN)
The PDP Context procedure is used to set up a connection in the local network (LN). The procedure has no impacts on the core network (assuming no UP in SGSN), the GTP TEIDs are passed transparently via the SGSN (and HNB GW).
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Comments on the local connection setup signalling procedure:

-
L-GW’s local@ is included in steps 4 (SGSN <- L-GW) and 5 (RAN <- SGSN). The L-GW’s local@ is stored in the SGSN/HNB for further mobility updates. 
-
HNB’s local@ is included in steps 5 (RAN -> SGSN) and 8 (SGSN -> L-GW). The HNB’s local@ is stored in the L-GW for further mobility updates. (Step 8 is mandatory for LIPA)
-
 
3.2a
X2 handover within enterprise / local network (E-UTRAN)
The X2 handover procedure can be used to handle mobility in the local network (LN).
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Comments on the X2 handover signalling procedure:

-
L-GW’s local@ is forwarded to target HeNB in step 2;
-
Target HeNB’s local@ is included in steps 7 and 8;
-
Target HeNB’s local@ is forwarded to L-GW in the step 9 if the target HeNB’s local@ is included in step 8 (step 9 is mandatory for LIPA); 
3.2b
Intra HNB GW mobility within enterprise / local network (UTRAN)
The mobility procedure for inter-HNB, intra HNB GW mobility is based on the procedure defined in 3GPP TS 25.467 but the procedure in 3GPP TS 25.467 has no standalone L-GW functionality and a solution is needed to update the L-GW with the target HNB address. The proposal is to have the HNB GW to trigger an Iu like RANAP message as “Enhanced Relocation Complete Request” to the SGSN and SGSN triggers a Modify Bearer Request to S-GW and L-GW.
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 Comments on the signalling procedure:

-
The IP address and the GTP TEID of the target HNB is transferred to the HNB GW in message 3a. 

-
The HNB GW forwards the IP address and the GTP TEID of the target HNB to the SGSN in step 3b’ (new signalling).
-
The SGSN sends the IP address and the GTP TEID of the target HNB to the L-GW in step 3b (new signalling)
-
The UL IP address and GTP TEID of the L-GW is not changed so the target HNB will use the same address as the source. This information will be carried in the inter-HNB signalling.

3.3
S1 handover within enterprise / local network
The S1 handover procedure can be used to handle mobility within the local network (LN).
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Comments on the S1 handover signalling procedure:

-
The L-GW’s local@ is included in step 3 to target HeNB;
-
Target HeNB’s local@ is included in steps 9 and 10;
-
Target HeNB’s local@ is forwarded to L-GW in the step 11 if the Target HeNB’s local@ is included in step 10 (step 11 is mandatory for LIPA);
3.4a
S1 release
The S1 release procedure is used to release the S1 connection.
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Comments on the S1 release signalling procedure:

-
The S-GW informs the L-GW about the release of the HeNB context in the step 3 (new signalling. It is FFS if Modify Bearer shall be used). 

3.4b
Iu release
The Iu release procedure is the same as existing Iu/Iuh disconnect. The core network is responsible for notifying the L-GW that the UE is in Idle mode (i.e. same idle mode behaviour as in Rel-10). 

3.5a
Service request (E-UTRAN)
The Service Request procedure is by the UE to establish the user plane.
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Comments on the Service request signalling procedure:

-
The L-GW’s local@ is included in step 3 for HeNB;
-
HeNB’s local@ is included in steps 5 and 6 besides its CN@;
-
HeNB’s local@ is forwarded to L-GW in the step 7 if the HeNB’s local@ is included in step 6 (step 7 is mandatory for LIPA)
3.5b
Service request (UTRAN)
The Service Request in UTRAN will use the same principles as at PDP context setup. The HNB GW will pass the GTP TEIDs of the HNB and the L-GW transparently, while it also stores the addresses of the L-GW for further mobility updates. 
4
Conclusions
For LIPA Mobility in local H(e)NB networks an architectural variant whereby the L-GW is stand-alone and mobility control is signalled via MME and S-GW (E-UTRAN) and HNB GW (UTRAN) has several important advantages and only few architecture impacts, hence it should be evaluated further.
5
Proposal
It is proposed that the following text is included in TR 23.859.

	**** Start Change ****


5.2.1.1
Architecture solution 1: Stand-alone logical L-GW
When a UE requests a LIPA bearer, a PDN connection is established and terminates in the L-GW, where it is assigned an IP address (belonging to the local IP network). As the UE moves around between the H(e)NBs in the local network, it needs to maintain its connectivity to the L-GW in order to keep its IP address and the ongoing services (note that this is also valid in idle mode, since incoming packets may arrive at this L-GW which will buffer them and trigger paging to the S-GW, as already described in Rel-10).

The L-GW is thus the obvious anchor point of the LIPA connectivity to the local IP network.
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Figure 5.2.1.1.1: LIPA mobility with stand-alone L-GW

The L-GW is a new stand-alone logical entity in the local network. It is connected to the S-GW or SGSN via the S5 interface (resp. Gn interface) and to the Home eNodeB (resp. Home NodeB) via a new interface Sxx.
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Figure 5.2.1.1.2: Stand-alone L-GW architecture (EPS diagram for HeNB subsystem)
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Figure 5.2.1.1.3: Stand-alone L-GW architecture (EPS diagram for HNB subsystem)
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Figure 5.2.1.1.4: Stand-alone L-GW architecture (UMTS diagram)
NOTE 1:
The SeGW is optional. For the HeNB subsystem, the HeNB GW is optional. When the HeNB GW is present, the S1-U from the HeNB can terminate at the HeNB GW or directly at the SGW, see TS 36.300 [5].

NOTE 2:
The Iurh HNB-to-HNB interface can also go through the optional SeGW or through the HNB GW, see TS 25.467 [4].
In Rel-11, the L-GW is a separate logical node from the H(e)NB. The procedures defined in Rel-10 over the internal interface between the H(e)NB and the L-GW are not intended to be necessarily reused.

The following issues are FFS:

-
The details of the new Sxx interface between the H(e)NB and the L-GW are FFS. Whether this interface only transports the user plane data or includes also a control plane is also FFS;
-
How the tunnels between the H(e)NBs and the L-GW are established is FFS.

-
How the secure tunnel transporting the S5 interface between the L-GW and the SGW is established is FFS.

-
The procedures for the handover over the Sxx interface are FFS.

5.2.1.1.x
Architecture description when Sxx is user plane only
In this variant, the Core Network architecture is kept unchanged and mobility control signalling is run over the Iuh, S1, S11/S4, Gn and S5 interfaces. This solution, where the L-GW is a stand-alone entity, avoids a new control interface (“Sxx”) between the L-GW and the H(e)NB. 

Instead, E-UTRAN handover based on Rel-10 procedures for S1 is signalled, from the H(e)NB via the MME, to the S-GW and forwarded to the L-GW. The MME needs to send the H(e)NB local parameters via the S-GW to the L-GW. If there is a requirement for supporting LIPA session continuity during mobility between the local network (LN) and the macro network, this can be accomplished without signalling changes, i.e. TAU signalling procedures and IRAT handover procedures are unchanged.
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Figure 5.2.1.1.x1: Stand-alone L-GW with control via MME and S-GW (EPS diagram for HeNB subsystem)
For UTRAN with the mandatory HNB GW and the support for handover without core network evolvement (3GPP TS 25.467) the signalling to update the L-GW can be performed by the RANAP message (e.g. Enhanced Relocation Complete Request or a new message) over Iu to the SGSN and SGSN transfers the information to the L-GW via the S-GW.
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Figure 5.2.1.1.x2: Stand-alone L-GW with control via HNB GW and S-GW (EPS diagram for HNB subsystem)
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Figure 5.2.1.1.x3: Stand-alone L-GW with control via HNB GW and Gn SGSN
Annex X illustrates some simplified flows for various mobility procedures without Sxx control plane.
**** Next Change ****

Annex X
Evaluation of mobility procedure impacts for Architecture#1, Sxx user plane only
3.1a
Setup of local connection (E-UTRAN)
The PDN Connectivity Request procedure is used to set up a connection in the local network (LN).


[image: image18.emf] 

First  Uplink Data  

L -  GTP - U tunnel  for uplink  

L -  GTP - U tunnel  for downlink  

   

   

       

   

1. PDN Connectivity Request  

MME  

Serving GW  

   

L - GW  

eNodeB  

UE  

5. Create Session Response  

2. Create Session Request  

6.  Bearer Setup Request / PDN Connectivity Accept  

3. Create Session Request  

4. Create Session Response  

8. RRC Connection Reconfiguration Complete  

7. RRC Connection Reconfiguration  

9. Bearer Setup Response  

15. Modify Bearer Response  

1 2 . Modify  Bearer Request  

First Downlink Data  

First Downlink Data  

1 3 .  Modify Bearer request  

1 4 .  Modify Bearer response  

1 0 .  Direct Transfer  

1 1 . PDN Connectivity  Complete  


Comments on the local connection setup signalling procedure:

-
L-GW’s local@ is included in steps 4, 5 and 6. It is stored in MME and HeNB contexts; 

-
HeNB’s local@ is included in steps 9 and 12;
-
HeNB’s local@  is forwarded to L-GW in the step 13 if the HeNB’s local@ is included in step 12 (step 13 is mandatory for LIPA); and
-
The local@ of HeNB and L-GW can be sent in existing IEs on S1-MME. It is FFS if this is applicable in all cases, or we need new IEs on S1-MME for the local addresses (this is a stage 3 issue). 

3.1b
Setup of local connection (UTRAN)
The PDP Context procedure is used to set up a connection in the local network (LN). The procedure has no impacts on the core network (assuming no UP in SGSN), the GTP TEIDs are passed transparently via the SGSN (and HNB GW).
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Comments on the local connection setup signalling procedure:

-
L-GW’s local@ is included in steps 4 (SGSN <- L-GW) and 5 (RAN <- SGSN). The L-GW’s local@ is stored in the HNB for further mobility updates. 
-
HNB’s local@ is included in steps 5 (RAN -> SGSN) and 8 (SGSN -> L-GW). The HNB’s local@ is stored in the L-GW for further mobility updates. (Step 8 is mandatory for LIPA)
3.2a
X2 handover within enterprise / local network (E-UTRAN)

The X2 handover procedure can be used to handle mobility in the local network (LN).


[image: image20.emf] 

4. RRC Connection  Reconfig uration  

13. UE Context  Release  Resource  

12. Path Switch Response  

7. Path Switch Request  

5. Detach from old cell and synch  to new cell  

11. Modify Bearer Response  

8. Modify Bearer Request  

10. Modify Bearer Response  

9. Modify Bearer Request  

6. RRC Connection  Reconfiguration  Complete  

UE  

Source  eNodeB  

Serving  GW  

L - GW  

MME  

Target  eNodeB  

1. Handover decision  

3. Handover Request Ack  

2. Handover Request  

Comments on the X2 handover signalling procedure:

-
L-GW’s local@ is forwarded to target HeNB in step 2;
-
Target HeNB’s local@ is included in steps 7 and 8;
-
Target HeNB’s local@ is forwarded to L-GW in the step 9 if the target HeNB’s local@ is included in step 8 (step 9 is mandatory for LIPA); 
3.2b
Intra HNB GW mobility within enterprise / local network (UTRAN)

The mobility procedure for inter-HNB, intra HNB GW mobility is based on the procedure defined in 3GPP TS 25.467 but the procedure in 3GPP TS 25.467 has no standalone L-GW functionality and a solution is needed to update the L-GW with the target HNB address. The proposal is to have the HNB GW to trigger an Iu like RANAP message as “Enhanced Relocation Complete Request” to the SGSN and SGSN triggers a Modify Bearer Request to S-GW and L-GW.
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 Comments on the signalling procedure:

-
The IP address and the GTP TEID of the target HNB is transferred to the HNB GW in message 3a. 

-
The HNB GW forwards the IP address and the GTP TEID of the target HNB to the SGSN in step 3b’ (new signalling). 
-
The SGSN sends the IP address and the GTP TEID of the target HNB to the L-GW in step 3b (new signalling).
-
The UL IP address and GTP TEID of the L-GW is not changed so the target HNB will use the same address as the source. This information will be carried in the inter-HNB signalling.

3.3
S1 handover within enterprise / local network
The S1 handover procedure can be used to handle mobility within the local network (LN).
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Comments on the S1 handover signalling procedure:

-
The L-GW’s local@ is included in step 3 to target HeNB;
-
Target HeNB’s local@ is included in steps 9 and 10;
-
Target HeNB’s local@ is forwarded to L-GW in the step 11 if the Target HeNB’s local@ is included in step 10 (step 11 is mandatory for LIPA);
3.4a
S1 release
The S1 release procedure is used to release the S1 connection.
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3.  Modify  Bearer Request  

4.  Modify  Bearer Response  

5.  Release   Access  Bearer s  Response  

6. S1 - AP: S1 UE Context Release Command  

7. RRC Connection Re lease  

8. S1 - AP: S1 UE Context Release Complete  

1. S1 - AP: S1 UE Context Release Request  

MME   UE   eNodeB   Serving GW  

2.  Release Access  Bearer s  Request  

L - GW  


Comments on the S1 release signalling procedure:

-
The S-GW informs the L-GW about the release of the HeNB context in the step 3 (new signalling. It is FFS if Modify Bearer shall be used). 

3.4b
Iu release
The Iu release procedure is the same as existing Iu/Iuh disconnect. The core network is responsible for notifying the L-GW that the UE is in Idle mode (i.e. same idle mode behaviour as in Rel-10). 

3.5a
Service request (E-UTRAN)
The Service Request procedure is by the UE to establish the user plane.
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9. Modify Bearer Response  

8. Modify Bearer Response  

              

   

   

   

MME  

Serving GW   

PDN GW  

2. NAS: Service Request  

5. S1 - AP: Initial Context Setup Complete  

3. S1 - AP: Initial Context Setup Reques t  

4. Radio Bearer Establishment   

6. Modify Bearer Request  

UE  

eNodeB  

7. Modify Bearer Request  

1. UE in Idle mode  


Comments on the Service request signalling procedure:

-
The L-GW’s local@ is included in step 3 for HeNB;
-
HeNB’s local@ is included in steps 5 and 6 besides its CN@;
-
HeNB’s local@ is forwarded to L-GW in the step 7 if the HeNB’s local@ is included in step 6 (step 7 is mandatory for LIPA)
3.5b
Service request (UTRAN)
The Service Request in UTRAN will use the same principles as at PDP context setup. The HNB GW will pass the GTP TEIDs of the HNB and the L-GW transparently, while it also stores the addresses of the L-GW for further mobility updates. 

	**** End Change ****
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