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Abstract of the contribution: This discussion paper describes scenarios for UPCON and gaps in standards to address those scenarios..
1. Introduction
Mobile operators have enjoyed a continued accelerated adoption of smart phones / tablets in last few years which has caused an exponential growth in data traffic on the mobile networks. This large increase in data traffic is now an issue that operators have to manage in such a way that the network resources are used efficiently and at the same time provide acceptable quality of experience (QoE) to the user.

Even though, macro cellular broadband data rates are approaching fixed broadband data rates, the aggregate throughput of a (E)UTRAN cell/sector is much lower compared to Fixed Broadband for a given area i.e. 1 active user (if alone) can enjoy fixed broad band speeds close to 10 mbps (Downlink) for a typical HSPA cell; however, if the number of active users increase to 20, the effective data rate per user degrades to 500 kbps (assuming they all have similar channel quality (CQI) and Class of Service), and with 100 active users the data rates drop to 100 kbps.

The above example illustrates how easy it is for a cell to get congested and why proper traffic management is critical (unlike fixed broad band) to provide expected Quality Of Service to the end user.
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# 1: A small number of devices can easily cause congestion in a cell.
1.1. Anatomy of a typical smartphone App session 
In a typical social networking session (e.g. Facebook), users are browsing, transferring images as well as watching embedded streaming videos in the same session as shown below:
[image: image3.png]Is this session web browsing / video / Conversational ?

Click Image Click Video
Facebook Embedded Embedded
Main Page: Image: Video:
800 KB 640 KB 8MB
Qcl=6? Qcl=6? Qcl=9?

ARP=6? ARP=8? ARP=9?




As shown above, a typical Facebook session (regardless whether dedicated or default bearer is used) starts off as a Web browsing session (Interactive class) and then morphs into a Image / Video (Streaming class) when the users clicks on to an embedded video link further it could turn into a Conversational class if the user starts embedded Skype video session.
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# 2: Smartphone / Tablet sessions do not map to a unique QCI/ARP for the lifetime of the session (assuming a dedicated bearer is used for facebook). If default bearer is used behaviour is still the same.
Similarly, if Youtube (the dominating video sharing site) is used, user has a choice to view in various available video formats. The choice of the format is conveyed in the HTTP request/response between the client and the origin server. A sample Youtube video frame with “format” selection option is shown below. 
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There are many other OTT media smart phone apps and the list is growing fast ! :
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1.2. Breakdown of mobile broadband traffic

Based on recent observations; the video mobile broadband traffic breakdown is as follows:
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240p  requires  approx. 256 kbps for smooth viewing (no stalling)

360p  requires  approx. 512 kbps for smooth viewing (no stalling)

480p  requires  approx. 748 kbps for smooth viewing (no stalling)
720p  requires  approx. 1 Mbps  for smooth viewing (no stalling)
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# 3: While 480p (high resolution) is lower in number of requests, it causes larger share in actual data volume.
1.3. Fully loaded HSPA cell (10 Mbps) yet no one is getting service?
We all recognize this!
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There is a minimum amount of QoS required for particular sessions, below which the service becomes unusable.
For example:
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Here, one can see that 20 active users are getting 500 kbps each, however it is useless as the service they need requires a minimum of 1 mbps, below which the service becomes unusable (stalling). 
Rows 2,3 and 4 in the table above show a scenario where a cell is operating at peak throughput yet none of the users are getting satisfactory service.
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# 4: Instead, 20 users could have had satisfactory Quality of Experience in 240p format (256 kbps) and the cell would have capacity to spare.
2. The problem is real !
Shown below is data collected from the field that show correlation of “Video stall” rates and overall RAN congestion for various times of the day and data volume.
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This is one snapshot of a particular 3G network, this keeps changing as new smartphone applications as well as delivery models are introduced.
3. Industry view on 3GPP RAN Congestion management

The problem is real for many Operators and the industry view is lack of 3GPP/ PCC specifications for congestion management. A sample slide from a North American Operator about RAN congestion management is shown below:
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4. 3GPP PCC subsystem as an admission/Gating control to mitigate congestion

One possible way to combat congestion could be to use “congestion feedback” from RAN to the PCC subsystem. 
When new sessions are requested, PCC subsystem could use this information to trigger appropriate Application level rules (ADC/PCC rules) admission/gating control towards TDF/PCEF to avoid further congestion in the (E)UTRAN cell.

 One (very) simplistic example of such a PCC/ADC rule in PCC subsystem is shown below:
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NOTE: There could be other ways as well, e.g. where the feedback is transported “on path”; but that is left for the Study!
NOTE: On a lighter note, 3GPP SA2 could use such mechanisms for “3GPP WLAN” congestion caused usually on Monday morning (Classic RAN congestion case where the access network is on max. throughput yet no one seems to get a satisfactory Quality of Service)
5. Current non standard solutions

· Probes based proprietary solutions
Network probes are installed in the access network,  that report RAN congestion information over non-standard interfaces to Core Network.
· Long term heuristics
RAN statistics and OA&M outputs are reviewed by network engineers on monthly/annual basis and then Core Network policies are tuned for “congestion times of the day”. However, this method is “high touch” and does not adapt fast enough to new apps / traffic usage patterns etc.
· OA&M alarms
Non-Standard RAN congestion alarms are fed back into core network to change QoS parameters for new sessions. 
· Proprietary PCC extensions
New QCI/ARP fields are added to particular applications / traffic flows. This scheme does not scale with the sheer amount of new smartphone apps / media types being offered over mobile broadband. Further, >75% mobile broadband traffic uses HTTP, so the current TFT parameters are not able to capture the required segregation of traffic e.g.
The packet filter index is 1.

•
The evaluation precedence index is 0.

•
The packet source is 172.168.8.0 (subnet mask 255.255.255.0).

•
The protocol type is TCP (6).

•   The destination port is 80 (HTTP).
· TOS based classification
TOS based classification is used after the application detection, however that does to completely address the “minimum QoE issue” as described above.

The packet filter index is 3.

•
The evaluation precedence index is 0.

•
The type of service is 00101000 (binary), 40 (decimal).

•   The type of service mask is 11111100 (binary), 252 (decimal).
6. Proposal
UPCON Study be started to capture these aspects and study various solutions.
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