SA WG2 Temporary Document 	1	
[bookmark: page1]SA WG2 Meeting #86	S2-113316
11 - 15 July 2011, Naantali, Finland	(revision of S2-11xxxx)

Source:	NEC, Motorola Mobility?
[bookmark: OLE_LINK21][bookmark: OLE_LINK22]Title:	Discussion paper for Standalone L-GW Architecture Option 2
Document for:	Discussion 
Agenda Item:	9.5
Work Item / Release:	LIMONET / Rel-11
Abstract of the contribution:
This contribution discusses the main design principle behind the Standalone L-GW Architecture Option 2 and presents the technical details of some of the open issues identified at SA2#85. 

1. Introduction
The main design principle behind the architecture option 2 is to develop a LIMONET solution based on a Standalone L-GW with minimal or no impact on the remaining system. More specifically, the goal is to develop a solution that allows the L-GW to be inserted into a Local H(e)NB Network (LHN) without requiring software changes in the HNBs or the operator’s core network entities (i.e. H(e)NB GW, SGSN, S-GW, MME) [1].
In particular a solution that does not require any core network changes is highly desirable, as this can help to speed-up the roll-out of the LIMONET feature.
As a consequence of this, the following design decisions have been taken:
1. The Standalone L-GW is included on the Iuh/S1 path 
In order to avoid impact on the HNBs and especially the CN entities, this solution avoids any new interface and provides the mobility support by including a “mobility anchor” on the existing Iuh/S1 path.
To support this, the L-GW is included in a “transparent” way from both the H(e)NB (e.g. the L-GW looks like a HNB GW towards the HNB) and the core network  (e.g. the L-GW looks like a H(e)NB towards the H(e)NB-GW) perspective.
2. The Standalone L-GW re-uses the co-located L-GW functionality standardized in Rel-10
In order to minimize the additional functionality required for the Standalone L-GW, this solution builds on the co-located L-GW functionality standardized in Rel-10. The idea here is to fully re-use the following functions:
· Basic GW functionality to provide the Gi/SGi for LIPA/SIPTO 
· Functionality to terminate the Gn/S5 bearer from the CN
· DL packet handling for idle mode UEs
· Direct user plane traffic handling 
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Figure 1. Standalone L-GW re-uses co-located L-GW functionality

3. The Standalone L-GW enables LIPA/SIPTO through a “direct user plane” within the L-GW
LIPA or SIPTO access is enabled through a direct user plane path between the Iu/S1 user plane proxy and the co-located L-GW function within the standalone L-GW. 
No new mobility procedures are required as the L-GW is located on the Iuh/S1 path, for which mobility support is already provided since Rel-9. The fact that all H(e)NBs of the LHN are connected to the operator network via the same L-GW makes this a common “anchor point”.

2. Technical Details
This section provides further technical insights about architecture option 2. 
1. How is the Standalone L-GW included into the Iuh/S1 path?
The existing Rel-10 O&M provisioning mechanism can be used by the operator to re-configure a H(e)NB – after successful authentication by the core network SeGW and location verification by the HMS – to connect through a standalone L-GW in the LHN. Figure 2 shows the individual steps. 


Figure 2. How the Standalone L-GW is included into the Iuh/S1 path

1. Upon start-up the H(e)NB initializes.
2.  The H(e)NB establishes a secure tunnel to a pre-configured Security Gateway in the operator network. The H(e)NB is authenticated by the operator network as part of this step.
3. 	The H(e)NB contacts the HMS for O&M provisioning (incl. location verification). The HMS determines the serving elements and provides the H(e)NB GW and Security Gateway to the H(e)NB. 
NOTE: The SeGW used initially (for authentication by the operator network and contacting the HMS) can be changed based on the O&M information provided by the HMS (i.e. the HMS can configure the H(e)NB to use another SeGW from now on). This is existing Rel-10 functionality.
4.  	If the HMS provisions the H(e)NB with a new SeGW as part of step 3, the H(e)NB re-establishes the secure tunnel to the L-GW of the LHN. From the perspective of the H(e)NB, the L-GW looks like a SeGW. The L-GW address and security credentials are configured via the HMS in step 2b or are pre-configured.
5. 	…
Figure 3 shows in more details how the IPsec tunnels are established from the L-GW towards the SeGW and from the HNBs towards the L-GW. 
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Figure 3. IP address allocation and secure tunnel establishment.

2. SCTP connection establishment and proxy configuration 
Figure 4 shows how the H(e)NBs establish their SCTP connections towards the HNB GW or HeNB-GW/MME. The L-GW, which acts as SCTP proxy, forwards the SCTP connection request to the operator network. 
[image: ]
Figure 4. SCTP connection establishment and proxy configuration.


3. GTP bearer establishment and proxy configuration 
Figure 5 shows the C-Plane processing at the L-GW during bearer establishment on Iuh/S1 path and the associated U-Plane processing. The standalone L-GW monitors the Iu/GTP related control plane signalling for the bearer establishment, and acts as a GTP-u proxy in the user plane between the H(e)NBs and core network entities.
[image: ]
Figure 5. GTP bearer establishment and proxy configuration.

Conclusion 1:  Architecture option 2 enables LIMONET by impacting primarily the new Standalone L-GW. No or only minor system/protocol changes – besides configuration – are required. This allows operators to deploy the LIMONET feature much earlier and independent from any core network upgrades.

3. Open Issues
At SA2#85 the following open issues of this architecture option have been identified: 
1. Whether the limitation to have only a single L-GW per LHN is an actual problem for LHN deployments?
2. Whether the fact that all traffic from the H(e)NBs of a LHN is tunnelled through the L-GW is an actual problem for LHN deployments?
Since both questions are closely related and target similar aspects, we will analyse them together. These questions basically raise the following two potential “limitations”:
a. Reliability 
Although this architecture supports only a single active L-GW per LHN at any point in time (since all H(e)NBs of an LHN need to be associated with the same LHN in order to support LIPA/SIPTO mobility), this is not really a limitation in terms of reliability. If deemed necessary, an LHN can have a secondary L-GW, which can be used when the primary L-GW fails. 
Note also that a failure of the standalone L-GW would result in the same behaviour as if the local network, the Home or Enterprise Gateway, or the backhaul connection to the core network would fail. Namely, the H(e)NB would disable its radio interface as soon it detects a problem on the connection towards the operator core network and would then try to reconnect. During this step, a secondary or “backup” L-GW could be selected by the H(e)NBs. In case there is no “backup” L-GW available, the H(e)NBs could also re-connect to the SeGW in the operator network, which would simply disable the LIPA/SIPTO feature until the L-GW is restored.
b. Scalability
The fact that only a single L-GW can be deployed per LHN makes this architectural option less scalable. However, considering that a typical consumer Home Gateway (for a few dollars) can already handle UL/DL data in the order of 100 MBps, while providing all of the following functions: routing, DiffServ marking and scheduling, traffic shaping, firewall and NAT at line speed, shows that an L-GW, which requires a similar order of processing for the UL/DL traffic handling, can easily suffice the demand for residential networks. 
In case of an Enterprise LHN deployment, the number of users and H(e)NBs may be significantly larger (several order of magnitudes). Nevertheless, the UL/DL speeds of the backhaul network and/or towards the local network is typically at most one order of magnitude larger due to the statistical multiplexing gains that occur in such an environment. So again, an L-GW with a similar capacity as the Enterprise’s  Gateway or VPN server should suffice the LIPA/SIPTO traffic demand of an enterprise network.
In case of an actual deployment where capacity limits are reached, the Operator/Enterprise can either replace the Standalone L-GW with a more powerful machine or partition a LHN into two or more LHNs. Note that this is typically no problem at the boundaries between different building sites and possible between floors of a very large building. 

Conclusion 2:  Architecture option 2 has no reliability limitations, and the scalability shortcomings have been shown to be of low priority given the fact that a Standalone L-GW on Iuh/S1 can be easily dimensioned due to the typically scarce backhaul bandwidth and expected LIPA traffic, as well as the high statistical multiplexing gains experienced on the backhaul or LIPA connections.


4. Conclusion 
Because of the fact that the Standalone L-GW architecture option 2 requires no or only minimal support from existing network elements (namely the H(e)NB and the H(e)NB-GW/MME/S-GW), and thus can be flexibly introduced by operators – without the need to upgrade core network entities, it is proposed to document this option in the relevant Rel-11 specifications. 
It is further proposed to standardize the following extensions to facilitate the deployment of this architecture option:
1. Enable the L-GW to send its local IP address to the HMS during the O&M provisioning procedures .
2. Enable the HMS to provision certificates for the secure tunnel establishment between the H(e)NBs and L-GW to both entities during the O&M provisioning procedures. 
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