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Abstract of the contribution: This document is for discussion on issue for IMS update, which will cause communication break.
Discussion
In order to keep media stream continuity when IMS update is performed, some rules are required as described in RFC 3264. Following is the rule for Modifying media stream Address, Port or Transport:

"The offerer MUST be prepared to receive media on both the old and new ports as soon as the offer is sent.  The offerer SHOULD NOT cease listening for media on the old port until the answer is received and media arrives on the new port. Doing so could result in loss of media during the transition...
...

If the answerer changes the port from the previous SDP, it MUST be prepared to receive media on both the old and new ports as soon as the answer is sent.  The answerer MUST NOT cease listening for media on the old port until media arrives on the new port.  At that time, it MAY cease listening for media on the old port.  The same is true for an offerer that sends an updated offer with a new port; it MUST NOT cease listening for media on the old port until media arrives on the new port."

When an IMS communication has been established, the remote end update may happen for following scenarios, but not limited:
1. SRVCC case;

2. PS-CS DRVCC case;

3. PS-PS DRVCC case;
4. The case of UE changing connection address of session media.

If dynamic PCC/IBCF is deployed, the communication will be broken for a while when IMS update is performed, which is not aligned with RFC 3264 and will bring bad user experience.
The following figure 1 shows an example for PS-CS DRVCC that PCC is deployed at remote side, other intermediate nodes are omitted for simple:
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Figure 1: PS-CS DRVCC case
The following figure 2 shows an example for PS-PS DRVCC that PCC is deployed at both sides, other intermediate nodes are omitted for simple:
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Figure 2: PS-PS DRVCC case
From above figures, the following issues can be identified:
1. For SRVCC case, because the 5 tuple of the session at remote side has been changed, downlink break exists even if remote UE (UE-2) does not change connection port of session media, this may bring communication break twice (one is due to UE handover, another is due to the downlink break);

2. For PS-CS DRVCC case, uplink break exists because MGW is not ready to forward media from unknown source until SDP answer is received, and because the 5 tuple of the session at remote side has been changed, downlink break exists even if remote UE (UE-2) does not change connection port of session media;

3. For PS-PS DRVCC case, uplink break exists because the Address12rcv has not been pushed to and accepted by PCRF1, and because the 5 tuple of the session at remote side has been changed, downlink break exists even if remote UE (UE-2) does not change connection port of session media;
4. For the case of UE changing connection address of session media, similar with PS-PS DRVCC case that uplink break and downlink break exist.

Those issues are common for IMS Update when gate control functionality (P-CSCF + PCC, IBCF + TrGW, etc.) is within the session path, we propose to initiate a study item to study and solve the issues.

Proposal
If it is agreed that there are issues for IMS update and agreed to initiate a study item, a SID/WID can be brought in the next meeting.
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