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Abstract of the contribution: IMS currently supports home routing of originating requests while roaming. No changes are required to existing IMS routing procedures to satisfy RAVEL requirements in the home routing case when the HPLMN selects this option (by default), since home routing is already an option available in and supported by CS networks.
Discussion

General

Home routing is usually provided in the CS domain through the invocation of a CAMEL origination trigger to redirect an originating request to an application function in the HPLMN. An alternate use case for home routing is when the roaming subscriber makes an originating request to another subscriber in the home network. 
To duplicate these capabilities in IMS while retaining the CS business and charging models, it has been suggested that the IMS signalling must originate at the VPLMN, go to the HPLMN for application of services, get transited back to the VPLMN, and finally transited back to the HPLMN for routing. Note that this ping-ponging of the signalling requires the application of OMR to avoid similar ping-ponging of the media. 

This contribution examines these two use cases to show that this extra signalling is wasteful and that existing IMS procedures fully satisfy RAVEL requirements.
Discussion

Use case 1 – forced routing to HPLMN

In the CS domain, an originating request is normally force-routed to the HPLMN by invoking a CAMEL origination trigger to replace the called party number with the DN of the selected application server in the home network. This is analogous to the standard IMS routing of an originating request directly from the VPLMN to the HPLMN, with two differences:
· In the CS domain, the VPLMN first contacts the SCP in the HPLMN with a CAMEL transaction before forwarding the request to the HPLMN at the designated DN. In IMS, the VPLMN routes the request directly to the HPLMN without an initial IN transaction, assuming home routing of the signalling by default unless it is later returned to the VPLMN for routing. Since there are no charging records associated with the CAMEL signalling, the standard IMS signalling model more closely matches the charging reconciliation procedure in the CS domain for home routing than alternative models with more complex signalling.
· In the CS domain, the VPLMN receives the DN associated with the application server in the HPLMN before routing to the HPLMN. In standard IMS signalling, the VPLMN does not receive the DN information. This DN information is of no value from a charging perspective since it does not impact routing between the VPLMN and HPLMN.

Thus the existing IMS signalling model effectively duplicates the CS case of forced routing to the HPLMN and requires no changes to support this use case.

On the other hand, modifying the IMS signalling model to send the request from the VPLMN to the HPLMN to the VPLMN to the HPLMN before finally applying services and performing routing adds significant complexity and raises numerous questions about how to modify existing procedures. What is the equivalent of the SCP DN information and how would this information be useful to the VPLMN? Which entity in the HPLMN determines that this is the home routing case that requires special routing to the VPLMN and back before application of services? How does the VPLMN identify this special routing case and forward the request back to the HPLMN? If instead the HPLMN routes the request back to the VPLMN after application of services (to make it more similar to the transit routing use cases), then the VPLMN receives the final translated Request URI rather than the SCP DN, and must then route based on that information. Either the VPLMN transit routing function must be modified to recognize this case and transit the request directly back to the HPLMN, and the HPLMN transit routing function must also be modified to recognize this case to perform final routing, or the charging model departs even more significantly from the existing CS case.
Use case 2 – called party in HPLMN
If a roaming CS user originates a request to another subscriber in their HPLMN while roaming, the VPLMN routes the request directly to the HPLMN based on the CPN. No CAMEL query is usually involved, except possibly for digit translation. This is analogous to the standard IMS routing of an originating request directly from the VPLMN to the HPLMN, with one difference:

· In IMS, the HPLMN can further translate the Request URI before routing, so the translated Request URI might not be directly available to the VPLMN when it first routes the request to the HPLMN.
There are two potential approaches to handle this use case:
1. Use the SIP history-info header to identify the Request URI translated by the HPLMN and use that as the basis for charging.

2. Apply the transit routing procedures in the HPLMN to send the request back to the VPLMN after services are performed so that the VPLMN can route the request back to the HPLMN with the updated Request URI.

Both approaches have the same result from a charging perspective, but the first approach requires significantly less signalling to handle the request.
Conclusion

Existing IMS procedures satisfy RAVEL requirements for both use cases discussed above. Existing IMS procedures are the simplest of all alternatives considered and are the most future-proof when considering more optimized bearer configurations possible with the full application of OMR.
Proposed addition to TR 23.850

First Change

5.x
IMS home routing
5.x.1
General

There are two primary use cases for home routing of originating requests in the CS domain:

1.
Forced routing to HPLMN application via CAMEL origination trigger

2.
Originating request to another HPLMN subscriber

Other use cases are possible based on HPLMN policy, such as digit translation via CAMEL, but these appear to be covered by other scenarios described in this technical report.
In this alternative, IMS routing remains unchanged for these use cases. 
The only information required for the forced routing use case 1 is that the call is routed to the HPLMN for handling. No further information is available in the CS case compared to standard IMS home routing..

Use case 2 could be treated as a case of transit routing via VPLMN back to the HPLMN but this is unnecessarily wasteful. The information required in the VPLMN for proper charging reconciliation is the Request URI translated by the HPLMN, as made available in the history-info header. It is unnecessary for the VPLMN to make a second routing decision regarding how to reach the HPLMN since it already did that the first time it routed the originating request to the HPLMN.
5.x.2
Architecture impacts

This alternative has no architecture impacts. IMS routing procedures remain unchanged. The history-info header provides to the VPLMN the Request URI translated by the HPLMN as required for charging in some use cases.
5.x.3
Example home routing use cases
5.x.3.1
Forced routing to HPLMN
Figure 5.x.3.1-1 shows an example home routing use case where the HPLMN forces routing from the VPLMN to the HPLMN for service delivery and subsequent routing. No new information is needed in the VPLMN that is not already available in standard IMS signalling during standard IMS routing.
NOTE:
Intermediate IPX networks and IPX proxies can be inserted in the paths between the PLMNs but are not shown in the figure and do not change the flow.
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Figure 5.x.3.1-1: Forced home routing – example use case

5.x.3.2
Routing to another HPLMN subscriber
Figure 5.x.3.2-1 shows an example home routing use case where the originating request is destined for another HPLMN subscriber. The VPLMN derives the Request URI translated by the HPLMN via the SIP history-info header for charging purposes.
NOTE:
Intermediate IPX networks and IPX proxies can be inserted in the paths between the PLMNs but are not shown in the figure and do not change the flow.
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Figure 5.x.3.2-1: Home routing to another HPLMN subscriber – example use case

End of Change
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