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Discussion:
Various solutions for IP addressing have been documented in TR 23.888
Tunnelling and VPN technologies are already deployed and promoted by Carriers and M2M service management platforms. It is not evident that new 3GPP standards impacting solutions are required to address Key Issue – IP Addressing (clause 5.3)
It is proposed that that any agreed solution for IP Addressing Key issue take into consideration these existing and mainstream solutions that exist within 3GPP. 

In many ways deployment of secure M2M connections and connectivity to M2M Server enterprise is the same as connecting corporate end users to their Corporate Network. Dedicated APNs allow the MNO to connect to the enterprise using well known and current deployed solutions (e.g. MPLS VPNs, Secure Tunnelling – IPSec). 
For example:

·  MPLS VPNs can provide the necessary traffic separation allowing M2M enterprise connectivity directly to the Gi/SGi within the MNO domain.
· Tunnelling with IPSec (with IKE to simplify configuration) can provide necessary traffic separation and security through transport over the public Internet. A tunnel endpoint is required in the M2M enterprise for example terminating  at the “MTC Server” or dedicated IPSec Gateway in the enterprise. An MTC Server built using a common OS (e.g. Linux. FreeBSD) supporting IPSec/IKE could serve as the tunnel endpoint.
Use of dedicated APNs and existing VPN techniques eliminates any IPv4 Address limitations, allows full use of private IPv4 addressing and overlapping IPv4 address space. IP address assignment can be handled by MNO or controlled by the M2M enterprise providing for either static or dynamic addressing assignment.
Proposal

It is proposed to update the TR 23.888 v1.2.0 as below.
First Change

.

5.3.x 
Evaluation
IPv6 based addressing for both UEs used for MTC and MTC Servers is considered the primary addressing solution and is preferred to ensure future proof and scalable deployments. IPv4 based addressing solutions are considered transition solutions and are deprecated. 
Solution for the Key issue IP addressing have been selected by:

1) focusing on the most important and realistic deployment scenarios as per subclause 5.3.1;
2) maximizing the reuse of existing 3GPP standards and minimizing the impact on the 3GPP System;
3) using IPv6 as the primary solution for IP addressing of UEs used for MTC. IPv4 based addressing is deprecated.
NOTE: The scenario where the MTC Server and/or the end-to-end connection between the MTC Server and the mobile operator’s domain are pure and only IPv4 is becoming unlikely, especially in Rel-11 timeframe. However an IPv6 capable MTC Server (i.e. dual-stack) in an IPv4 public address space can still be a valid scenario for some years. For such scenarios when there is no end-to-end IPv6 connectivity, well known transition mechanisms can be used. This is considered normal network design and should be transparent to 3GPP specifications. Therefore an MTC Server using IPv6 addressing connected to IPv6 MTC Devices over a public IPv4 address space is considered an IPv6 scenario (i.e. scenario A in subclause 5.3.1).
The use of dedicated APNs (clause 6.29.2) with tunnelling towards the MTC Server can be used in all the IP Addressing scenarios and satisfies the above required selection criteria, required functionality and other criteria as outlined in Table x APN Tunnel Evaluation below. It is especially suited when the Indirect model is used. There may be scalability and configuration concerns when the Direct or Hybrid models are used. The solution should be documented as an IPv4 addressing solution, and can also be used as an IPv6 solution to fulfil other requirements such as security.
This approach eliminates any IPv4 Address limitations, allows full use of private IPv4 addressing space and allows overlapping IPv4 address pools. IP address assignment can be handled by the MNO or controlled by the M2M enterprise providing for either static or dynamic addressing assignment. 
MT Communication can be initiated by the MTC Server without the need for a trigger message for attached MTC device using the always on model. This is solved by the relaying of RADIUS/Diameter accounting start/stop messages (clause 6.29.3) to provide an indication of the presence and IP address of MTC Device towards MTC Server. For other connections models, device trigger messages may be used in together with RADIUS/Diameter updates of MTC Device presence and IP address.
Solution can be achieved with no or minimal standards impacts using existing 3GPP capabilities and VPN techniques (e.g. MPLS VPN, IPSecTunnel, and other Layer 2 and Layer 3 tunnelling techniques) over Gi/SGi.
Table x  APN Tunnel evaluation
	Criteria 
	Solution: Dedicated APN tunnels (i.e. 6.29.2, 6.29.3, 6.29.4) 

	The mechanism shall be scalable
	A  GGSN/P-GW can typically support a large number of APNs. Operators may have different policies for usage of dedicated APNs.
No IPv4 Addressing limitations. Allows for overlapping and full use of private IPv4 address space. This eliminates scalability constraints also for always-connected scenarios. 
No scalability issues are expected when the Indirect model is used. When the Direct and Hybrid models are used scalability may be an issue (e.g. dedicated APN/IPSec tunnel per MTC Application and GGSN/PDN-GW combination) depending on the number of MTC Applications that shall be connected. In this case other solution may need to be applied.

	The mechanism shall minimize the required configuration by the MNO and the MTC User;
	IPSec tunnel with IKE (Internet key Exchange) can be used for dynamic setting of IPSec Security associations minimizing configuration by operator. 
UE needs APN configuration. Dedicated APN configuration required per APN and MTC Server or MTC Application. 

	The mechanism shall minimize the required messaging transactions by the MTC Server to initiate MT communications;
	With always on support no additional message transactions required for MT terminated communication 
MTC Server can be aware of presence of MTC device and assigned Private IP address as described using techniques as described in 6.29.3 and 6.29.4

	The mechanism shall minimize the messaging sent over the air to the MTC Device;
	No new signalling induced or alternate communication channels (e.g. SMS) for delivery of a “push” stimulus to an attached MTC device with an established PDN connection is required.

	The mechanism shall minimize any additional user plane latency;
	No change to user plane latency in core network and radio interface. 

	The mechanism shall minimize any additional security threats to the MTC Device
	Traffic Separation achieved with IPSec tunnel. Additional security provided with dedicated APNs. Only MT communication originating from the MTC server or emanating from the MTC enterprise network can be initiated towards MTC device. Similar level of security provided as per existing 3GPP deployments providing corporate access to corporate APNs

	Direct Model - Direct Communication provided by the 3GPP Operator: The M2M Application connects directly to the operator network without the use of any MTC Server;
	Supported 
Instead of terminating in the MTC Server, the tunnel could terminate into another node (IPSec GW) with Public IP interface in the MTC enterprise network.

	Indirect Model – MTC Service Provider controlled communication: The MTC Server is an entity outside of the operator domain. 
	Supported with traffic separation over public Internet e.g. using IPSec tunnel. Tunnel terminated at the MTC Server.

	Indirect Model – 3GPP Operator controlled communication: The MTC Server is an entity inside the operator domain
	Tunnelling  within operators domain  towards MTC Server can be achieved with other existing VPN techniques such as MPLS VPN

	Hybrid model
	Supported with traffic separation over public Internet e.g. using IPSec tunnel. Tunnel terminated at the MTC Application. There may be a scalability issue (see scalability criteria above).

	MTC Server Complexity
	MTC Server could serve as tunnel endpoint as IPSec/IKE supported by common OS (e.g. Linux /FreeBSD).

Alternately the MTC enterprise network tunnel endpoint could be served by readily available infrastructure (IPSec GW)  instead of MTC Server.
Dedicated APN configuration requirements.

	Impacts to Standards
	None.

Reuse of existing 3GPP features (e.g. dedicated APNs, Private IPv4 addressing, Traffic Separation over over Gi/SGi using well known VPN techniques (e.g. IPSec Tunnel, MPLS VPN),  Radius/Diameter accounting to relay presence of and IP address of MTC Device towards MTC Server

	Support for roaming 
	Roaming is supported via HPLMN

	Deployment solutions
	Various solutions based on dedicated APN and tunnelling exists today for the enterprise domain. 

	Terminal impact
	None

	Connect to multiple MTC Servers
	Each PGW/GGSN may connect to multiple MTC Servers. Selection of MTC Server is done on a per PDN Connection basis and is related to the assigned IP address. 

	Added complexity to the 3GPP network elements
	Uses existing function in the existing 3GPP system.

	Dependency on other SDOs before the solution is deployable
	None.
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